LECTURE NOTES : INTRODUCTION TO DISPERSIVE
PARTIAL DIFFERENTIAL EQUATIONS

NIKOLAOS TZIRAKIS

ABSTRACT. The aim of this manuscript is to provide a short and accessible
introduction to the modern theory of dispersive partial differential equations
(PDE). It consists mainly of three parts which are organized as follows:
e Part I focuses on the well-posedness and scattering theory of the semi-
linear Schrédinger equation.
e Part I concentrates on basic well-posedness theory for the Korteveg—de
Vries equation.
e Part III develops the well-posedness theory of dispersive partial differ-
ential equations on the half line. We use the cubic nonlinear Schréodinger
equation as a prototypical example.

DisLAIMER. The notes are prepared as a study tool for the participants of the
summer school ” Introduction to dispersive PDE”. We tried to include many of
the relevant references. However it is inevitable that we had to make sacrifices
in the choice of the material that is included in the notes. As a consequence,
there are many important works that we could not present in the notes.

1. WHAT IS A DISPERSIVE PDE

Informally speaking, a partial differential equation (PDE) is characterized as
dispersive if, when no boundary conditions are imposed, its wave solutions spread
out in space as they evolve in time. As an example consider the linear homogeneous
Schrédinger equation on the real line

g + Uge = 0, (1.1)
for a complex valued function u = u(z,t) with € R and t € R. If we try to find a
solution in the form of a simple wave
u(z,t) = Aeikr=wt)
we see that it satisfies the equation if and only if
w = k% (1.2)

The relation (1.2) is called the dispersive relation corresponding to the equation
(1.1). It shows that the frequency is a real valued function of the wave number.
If we denote the phase velocity by v = ¢, we can write the solution as u(xz,t) =
Aet*@=v(k)t) and notice that the wave travels with velocity k. Thus the wave
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2 N. TZIRAKIS

propagates in such a way that large wave numbers travel faster than smaller ones?.
If we add nonlinear effects and study for example

iUy + Ugg + [ulP " u =0,

we will see that even the existence of solutions over small times requires delicate
techniques.

Going back to the linear homogenous equation (1.1), let us now consider

ug(z) = / to (k) et dk.
R
For each fixed k the wave solution becomes
u(@, t) = g (k)e® @ ) = o (k)ehee k",

Summing over k (integrating) we obtain the solution to our problem

u(z,t) = / ao(k)ere =kt g,
R

Since |t(k,t)| = |tuo(k)| we have that ||u(t)| L2 = ||uol/rz. Thus the conservation
of the L? norm (mass conservation or total probability) and the fact that high
frequencies travel faster, leads to the conclusion that not only the solution will
disperse into separate waves but that its amplitude will decay over time. This is
not anymore the case for solutions over compact domains. The dispersion is limited
and for the nonlinear dispersive problems we notice a migration from low to high
frequencies. This fact is captured by zooming more closely in the Sobolev norm

e = (/ (k) *(1 + |k|)zsdk>1/2

and observing that it actually grows over time.

Another characterization of dispersive equations comes from the observation that
the space-time Fourier transform (we usually denote by (£, 7) the dual variables of
(x,t)) of their solutions are supported on hyper-surfaces that have non vanishing
Gaussian curvature. For example taking the Fourier transform of the solution of
the linear homogeneous Schrodinger equation

tug + Au =0,
for x € R™ and t > 0, we obtain that u(¢, ) is supported? on 7 = |¢|2.

In dispersive equations there is usually a competition between dispersion that
over time smooths out the initial data (in terms of extra regularity and/or in terms
of extra integrability) and the nonlinearity that can cause concentration, blow-up or
even ill-posedness in the Hadamard sense. We focus our attention on the following
two dispersive equations:

1Trying a wave solution of the same form to the heat equation ut — ugzz = 0, we obtain that
the w is complex valued and the wave solution decays exponential in time. On the other hand the
transport equation ut — uz = 0 and the one dimensional wave equation uit = ugz have traveling
waves with constant velocity.

2In this light the linear wave equation in dimension higher than two is dispersive as the solution
is supported on the cone 7 = [¢|.
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e Nonlinear Schrodinger (NLS) equation given by
iug + Au+ f(u) =0,

where © : R" x R — C.

e The Korteweg-de Vries equation (KdV) given by
Ut + Ugze + UUy = 07

where u: M x R — R with M € {R, T}

as two prime examples. However the methods that are reviewed in these notes ap-
ply equally well to other dispersive PDE. The competition mentioned above comes
to light in a variety of ways. On one hand, we have the case of the NLS (2.1) of
defocusing type with a polynomial nonlinearity of high enough power. In this case
the global energy solutions that we will obtain satisfy additional decay estimates
that over time weaken the nonlinear effects. It is then possible to compare the dy-
namics of the NLS with the linear problem and show that as t — oo the nonlinearity
“disappears” and the solution approaches the free solution. On the other hand, we
have the case of the KdV equation. There, the dispersion and the nonlinearity are
balanced in such away that solitary waves (global traveling wave solutions) exist
for all times. These traveling waves are smooth solutions that prevent the equation
from scattering even on the real line. Many different phenomena intertwine with
dispersion but in these notes we can develop and partially answer only the most
basic of questions. For more details the reader can consult [9, 11, 25, 55, 70, 71].

To analyze further the properties of dispersive PDE and outline some recent
developments we start with a concrete example.

2. THE SEMI-LINEAR SCHRODINGER EQUATION.

Consider the semi-linear Schrédinger equation (NLS) in arbitrary dimensions

{iut+Au+)\|u|p1uO, reR™ teR, A+1,

u(z,0) = uo(x) € H¥(R™). (2.1)

for any 1 < p < co. Here H*(R") denotes the s Sobolev space, which is a Banach
space that contains all functions that along with their distributional s-derivatives
belong to L?(R™). This norm is equivalent (through the basic properties of the
Fourier transform) to

1
R 2
ey = [ @+ lD*IFORde) < o
When A = —1 the equation is called defocusing and when A = 1 it is called focusing.

NLS is a basic dispersive model that appears in nonlinear optics and water wave
theory. Before we outline basic properties and questions of interest concerning
solutions to (2.1), we review symmetries of the equation.
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2.1. Symmetries of the equation. One of the questions that we shall consider
is the following: for what values of s € R one can expect reasonable solutions? The
symmetries of the equation (2.1) can be very helpful in addressing this question.

(1) A symmetry that we shall often mention is the scaling symmetry, that
can be formulated as follows. Let A > 0. If w is a solution to (2.1) then

T

u)‘(x,t) :)\_%u( u())‘ :)\_P%uo(x),

r

Xa F),

is a solution to the same equation. If we compute [|uj|| ;. We see that
gl e = A%~ luoll -

where s, = 5 — 1%. It is then clear that as A\ — oo:

(a) If s > s, (sub-critical case) the norm of the initial data can be made
small while at the same time the time interval is made longer. This
is the best possible scenario for local well-posedness. Notice that u*
lives on [0, A\2T].

(b) If s = s, (critical case) the norm of the initial data is invariant while
the time interval gets longer. There is still hope in this case, but it
turns out that to provide globally defined solutions one has to work
very hard.

(c¢) If s < s. (super-critical case) the norms grow as the time interval is
made longer. Scaling works against us in this case; we cannot expect
even locally defined strong solutions, at least in deterministic sense.

(2) Then we have the Galilean Invariance: If u is a solution to (2.1) then

eiw.ve—ith)\zu(x — 2ut, t)

is a solution to the same equation with data e ug(z).
(3) Other symmetries:

(a) There is also time reversal symmetry. We can thus consider solu-
tions in [0, T] instead of [T, T).

(b) Spatial rotation symmetry which leads to the property that if we
start with radial initial data then we obtain a radially symmetric so-
lution.

(¢c) Time translation invariance that leads for smooth solutions to the
conservation of energy

B(u)(t) = % / IVt 2de — Z% / u(t)|Pda = B(ug). (2.2)

(d) Phase rotation symmetry ey that leads to mass conservation

[u(®)]|L2 = l[uol|>- (2.3)

(e) Space translation invariance that leads to the conservation of the
momentum

1) =9 / _aVudz = p(0). (2.4)
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(4) Inthe case that p = 1+%, we also have the pseudo-conformal symmetry
where if v is a solution to (2.1) then for ¢ # 0

1 z 1, i=?
CERTAZA

is also a solution. This leads to the pseudo-conformal conservation law

82\
[ i = o
RTL

K@) = 26tV )ul|?, —
(t) = [[(z + 2itV)u||7- bt 1

2.2. Questions of interest and relevant notation. We will study NLS and
related equations via considering questions

e of local-in-time nature (local existence of solutions, uniqueness, regularity),
e of global-in-time nature (existence of solutions for large times, finite time
blow-up, scattering).

The standard treatment of the subject is presented in the books of Cazenave [11]
and Tao [71], among others. We will refer to these books, especially the first one,
throughout the notes.

We start by listing some questions of interest:

1. Consider X a Banach space. Starting with initial data ug € H*(R™), we say
that the solution exists locally-in-time, if there exists T > 0 and a subset X of
CYH:([0,T] x R™) such that there exists a unique solution to (2.1). Note that if
u(x,t) is a solution to (2.1) then —u(—z,t) is also a solution. Thus we can extend
any solution in CYH:([0,T] x R™) to a solution in CYHS([-T,T] x R"™). We also
demand that there is continuity with respect to the initial data in the appropriate
topology.

2. If T can be taken to be arbitrarily large then we say that we have a global
solution.

3. Assume uy € H*(R™) and consider a local solution. If there is a T™* such
that

i Ju(t) - = oo,

we say that the solution blows up in finite time. At this point, we can mention
a statement of the so called “blow-up alternative” which is usually proved along
with the local theory. More precisely, the blow-up alternative is a statement that
characterizes the finite time of blow-up, which for example can be done along the
following lines: if (0,7™*) is the maximum interval of existence, then if T* < oo, we
w(t)|| ;= = co. Analogous statements can be made for (—=7*,0).

have hmt*)T*

4. As a Corollary to the blow-up alternative one obtains globally defined solu-
tions if there is an a priori bound of the H® norms for all times. Such an a priori
bound is of the form:

sup [[u(t) ]| s < o0,
teR
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and it usually comes from the conservation laws of the equation. For (2.1) this is
usually the case for s = 0, 1. An important comment is in order. Our notion of
global solutions in the remark no. 2, described above, does not require that ||u(t)|| g
remains uniformly bounded in time. As we said unless s = 0, 1, it is not a triviality
to obtain such a uniform bound. In case that we have quantum scattering, these
uniform bounds are byproducts of the control we obtain on our solutions at infinity.

5. If up € H*(R™) and we have a well defined local solution, then for each (0,T")
we have that u(t) € HZ(R™). Persistence of regularity refers to the fact that if
we consider ug € H* (R") with s; > s, then u € X C CYHZ([0,71] x R"™), with
Ty = T. Notice that any H®! solution is in particular an H*® solution and thus
(0,T71) C (0,T). Persistence of regularity affirms that 7y = T and thus u cannot
blow-up in H*! before it blows-up in H® both backward and forward in time.

6. Scattering is usually the most difficult problem of the ones mentioned above.
Assume that we have a globally defined solution (which is true for arbitrary large
data in the defocusing case). The problem then is divided into an easier (existence
of the wave operator) and a harder (asymptotic completeness) problem. We will see
shortly that the L? norms of linear solutions decay in time. This time decay is sug-
gestive that for large values of p the nonlinearity can become negligible as ¢t — +oo.
Thus we expect that u can be approximated by the solution of the linear equa-
tion. We have to add here that this theory is highly nontrivial for large data. For
small data we can have global solutions and scattering even in the focusing problem.

7. A solution that will satisfy (at least locally) most of these properties will be
called a strong solution. We will give a more precise definition later in the notes.
This is a distinction that is useful as one can usually derive through compactness ar-
guments weak solutions that are not unique. The equipment of the derived (strong)
solutions with the aforementioned properties is of importance. For example the fact
that local H' solutions satisfy the energy conservation law is a byproduct not only
of the local-in-time existence but also of the regularity and the continuity with re-
spect to the initial data properties.

8. To make the exposition easier we mainly consider H® solutions where s is an in-
teger. From a mathematical point of view one can investigate solutions that evolve
from rougher and rougher initial data (and thus belong to larger classes of spaces).

3. LocAL WELL-—POSEDNESS

When trying to establish existence of local (in time) solutions, an important
step consists of constructing the aforementioned Banach space X. This process
is delicate (the exception being the construction of smooth solutions that is done
classically) and is built upon certain estimates that the linear solution satisfies.
First we recall those estimates.

3.1. Fundamental solution, Dispersive and Strichartz estimates. Recall
(from an undergraduate or graduate PDE course) that we can obtain the solution
to the linear problem by utilizing the Fourier transform. Then for smooth initial



DISPERSIVE PDE 7

data (say in the Schwartz class S(R™)) the solution of the linear homogeneous
equation is given as the convolution of the data with the tempered distribution

Ki(x) = 1 ei%
BT (4rit)E
Thus we can write the linear solution as:
. 1 |z —y|?
u(z,t) = U(t)ug(z) = e ug(z) = Kpxug(e) = ———— / T ug(y)dy. (3.1)
(4mit)z Jgn

Another fact from our undergraduate (or graduate) machinery is Duhamel’s prin-
ciple:

Let I be any time interval and suppose that u € C}!S(I x R") and that F €
CYS(I x R™). Then u solves

tug + Au = F, reR™ teR, (3.2)
u(z,to) = u(to) € S(R™) ‘
if and only if
t
w(z, £) = =ty (1) — i / =2 () ds. (3.3)
0
Definition 3.1. Let I be a time interval which contains zero, uy := u(x,0) €
H*(R™) and
F e C(H*(R"); H*"%(R")).
We say that

u € C(I; HS(R™) N CH(I; H**(R™))
is a strong solution of (3.2) on I, if it satisfies the equation for all t € I in the
sense of H*=2 (thus as a distribution for low values of s) and u(0) = ug.

Remark 3.2. By a little semigroup theory this definition of a strong solution is
equivalent to saying that for allt € I, u satisfies (3.3).

Now we state the basic dispersive estimate for solutions to the homogeneous
equation (3.2), with F' = 0. From the formula (3.1) we see that:

1
< —
Pl = iy

In addition the solution satisfies that @(¢,t) = e=47 i€ 4o (¢), which together with
Plancherel’s theorem implies that

UQHLI.

lu(®)llzz = [luollz-
Riesz-Thorin interpolation Lemma then implies that for any p > 2 and ¢ # 0 we
have that

lu(®)llry < T llwoll Lo (3-4)

(4tlm)"= -
where p’ is the dual exponent of p satisfying % + 1% =1.

Fortunately, the basic dispersive estimates (3.4) can be extended by duality
(using a TT* argument) to obtain very useful Strichartz estimates, [11, 31, 45, 58].
In order to state Strichartz estimates, first, we recall the definition of an admissible
pair of exponents.
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Definition 3.3. Let n > 1. We call a pair (q,r) of exponents admissible if

2<qr< o
are such that 5
n on
o= 3.5
q+r 5 (3.5)

and (q,r,n) # (2,00, 2).

Now we can state the Strichartz estimates:

Theorem 3.4. [31, 45] Let n > 1. Then for any admissible exponents (q,r) and
(q,7) we have the following estimates:

e The homogeneous estimate:

HeitAUOHLZL;(RxR") S lluollzz, (3.6)

o The dual estimate:

I e 2P iz < 1P lugpsennn (37)

e The non-homogeneous estimate:
t
H/O eZ(t_S)AF('aS) ds||LgL;(R><R") S ||F||L?/L£/(R><]R")’ (38)

where%—i—%:land —i—%:l.

i

Remark 3.5. Actually the proof of Strichartz estimates implies more. In partic-
ular, the operator e®ug(x) belongs to C(R, L2) and fot U(t — s)F(s)ds belongs to
C(I,L?) where t € I is any interval of R.

3.2. Notion of local well-posedness. We are now ready to give a precise defi-
nition of what we mean by local well-posedness of the initial value problem (IVP)
(2.1).

Definition 3.6. We say that the IVP (2.1) is locally well-posed (lwp) and admits
a strong solution in H*(R™) if for any ball B in the space H*(R™), there exists a
finite time T and a Banach space X C L HE([0,T] x R™) such that for any initial
data ug € B there exists a unique solution v € X C CPHE([0,T] x R™) to the
integral equation

(o, ) = U(t)uo+i/\/0 Ut — 8)ulP~"u(s)ds.

Furthermore the map ug — u(t) is continuous as a map from H*(R™) into CY HS([0, T x
R™). If uniqueness holds in the whole space CPHE([0,T] x R™) then we say that the
lwp is unconditional.

In what follows we assume that p — 1 = 2k. This implies that the nonlinearity
is sufficiently smooth to perform all the calculations in a straightforward way.



DISPERSIVE PDE 9

3.3. Well-posedness for smooth solutions. We start with the H* well-posedness
theory, with an integer s > %. For more general statements see [44].

Theorem 3.7. Let s > & be an integer. For everyug € H*(R™) there exists T* > 0
and a unique mazimal solution v € C((0,T*); H*(R™)) that satisfies (2.1) and in
addition satisfies the following properties:

i) If T* < oo then ||u(t)||gs — 00 ast — co. Moreover limsup,_, g« ||u(t)]| L = 00.
it) u depends continuously on the initial data in the following sense. If w, 0 — uo
in H® and if uy, is the corresponding mazimal solution with initial data u, o, then
up, — u in L>((0,T); H*(R™)) for every interval [0,T] C [0,T*).

iit) In addition, the solution u satisfies conservation of energy (4.2) and conserva-
tion of mass (4.3).

Remark 3.8. A comment about uniqueness. Suppose that one proves existence
and uniqueness in C([=T,T|; Xar) where Xpr, M = M(||uollx), T = T (M), is a
fized ball in the space X. One can then easily extend the uniqueness to the whole
space X by shrinking time by a fived amount. Indeed, shrinking time to T' we get
eristence and uniqueness in a larger ball Xy . Now assume that there are two
different solutions one staying in the ball Xp; and one separating after hitting the
boundary at some time |t| < T'. This is already a contradiction by the uniqueness
mn X]y]/.

3.3.1. Preliminaries. To prove Theorem 3.7 we need the following two lemmata:

Lemma 3.9. Gronwall’s inequality: Let T >0, k € L*(0,T) with k > 0 a.e. and
two constants C1,Cy > 0. If ¢ > 0, a.e in L'(0,T), such that kv € L'(0,T)
satisfies

t
vl < 1+ G [ Ks)us)ds
0
for a.e. t € (0,T) then,

P(t) < Crexp (CQ/O k(s)ds).

Proof. For a proof, see e.g. Evans [28]. O

Lemma 3.10. Let g(u) = +|u|?*u and consider and s,1 > 0, integers with | < s
and s > 5. Then

ol < ul3, (39)
lgw) = g(@)llz2 S (a3 + oll3) e = ]z, (3.10)
99w = g0 @)l S (lul3 + N3l = el (311)
o) = g()lsr- S (lulld + lel3) = vl - (3.12)

n

Proof. To prove (3.9) we use the algebra property of H® for s > % and the fact
that ||u||gs = ||| g

To prove (3.10) and (3.11) note that since g is smooth we have that
l9(u) = g(0)| S (Jul** + [v**)u — ],
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194 () — gV ()] < (Ju* " + [ u - vl.
Then

lg(w) = g()llze < (lullZ +llollZ) lu = vllze < (lullZ + lolF) lu = vlize,

g (w)—g® )|~ S (el 7 w7 ) lu=vllze S (a3 Hlollz") lu—oll 2,
where we used the fact that H® embeds in L*°.

To prove (3.12) notice that the L? part of the left hand side follows from (3.10).
For the derivative part consider a multi-index « with || = s. Then D%u is the

sum (over k € {1,2,...,s}) of terms of the form g*) (u) H§:1 DPiy where |8;] > 1
and || = 81| + ... + |Bk|. Now let p; = ‘?ﬁ such that Z?Zl p% = 5. We have by
Hoélder’s inequality

k k
lg™ () [T D% ullr < llg™ @)z [T D% ullgrs-
=1 j=1

By complex interpolation (or Gagliardo-Nirenberg inequality) we obtain

5, 1851 _ 1851
D% ul| s < [lull s [fully °
and thus
k
g™ (w) TT D% ull 2 < g™ (u)llpos lull =l = S Null2:
j=1

where in the last inequality we used (3.11). Thus we obtain
ID%ul| 2 < [lull7 (3.13)

Again notice that the term D%*(g(u) — g(v)) is the sum of terms of the form

k k
g (u) H DBiy— g (v) H DBiy = [g(k) (u)—g H DPiy+g®) H DﬂJw

j=1 j=1 Jj=1

where w;’s are equal to u or v except one that is equal to u —v. The second of the
left hand side is estimated as in the proof of (3.13). For the first the same trick
applies but now to estimate ||g*)(u) — g*)(v)|| L~ we use (3.12). O

3.3.2. A proof of Theorem 3.7. Now we present a proof of Theorem 3.7.

Ezistence and Uniqueness. We construct solutions by a fixed point argument.

Given M, T > 0 to be chosen later, we set I = (0,7") and consider the space
B = {ue LI H (RY) : [ull = (1.0) < M},
equipped with the distance
d(u,v) = |lu = vl[Le(r5L2)-

We note that (E,d) is a complete metric space.
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Now based on the equation (2.1), with A = —1, in the integral form, we introduce
the mapping ® as follows:

t
(u)(t) = e ug — z/ e B 2Ry (r) dr =: ePug + H(u)(t).
0

By Lemma 3.10, Minkowski’s inequality and the fact that e’*®

H?® we have that

is an isometry in

@)l s < lluollms + Tllg(wll Lo z:m9) < lluollzrs + TCM)M,

where we used the notation g(u) = 4|u|?*u as in Lemma 3.10. Furthermore using
Lemma 3.10 again we have

[@(w)(t) = 2(v)(t)[[L2 S TC(M)|u = vl Lo (1:22)- (3.14)

Therefore we see that if M = 2|ug| g+ and TC(M) < %, then ® is a contraction
of (E,d) and thus has a unique fixed point. Uniqueness in the full space follows by
the remark above or alternatively by the remark and Gronwall’s Lemma.

Blow-up alternative. Let ug € H® and define

T* =sup{T > 0 : there exists a solution on [0,T]}. (3.15)

Now let T < oo and assume that there exists a sequence t; — T™ such that
lut;)|lgs < M. In particular for k such that ¢ is close to T we have that
|lu(te)|| s < M. Now we solve our problem with initial data u(t;) and we extend
our solution to the interval [ty, t; + T(M)]. But if we pick k such that

th+T(M)>T*

we then contradict the definition of T*. Thus lim;_,7+

w(t)||gs = o0 if T* < 0.

We now show that if 7% < oo then limsup,_,p ||u(t)||L~ = co. Indeed suppose
that lim sup,_,p« ||u(t)|| L < co. Since u € C([0,T*); H®) we have that

M= sup |u(t)][L < oo
0<t<T™*
where we used the fact that H® embeds in L*>°. By Duhamel’s formula and Lemma
3.10 we have that

e < ol + € [ ur) e .

By Gronwall’s lemma we have that ||u(t)|| s < |Juo||zse’ €M) for all 0 < t < T*.
But this contradicts the blow-up of ||u(t)|| g- at T*.

Continuous dependence. Let ug € H® and consider ug ,, C H? such that u, o — uo
in H® as n — oo. Since for n sufficiently large we have that ||ug | gs < 2||uol m=
by the local theory there exists T' = T'(||uo|| =) such that u and u,, are defined on
[0,T] for n > N and

||u||L°°((0,T);HS) + sup ||unHL°°((O,T);HS) < 6[|uol| s -
n>N
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Now note that uy, (t) —u(t) = e (u, 0 —uo)+H (uy,)(t) — H(u)(t). If we use Lemma
3.10 we see that for all ¢t € (0,T) and n sufficiently large, there exists C' such that

[un () — w(®)|| e < |lun,o — uollas + C/ lun (1) — u(7)| g dr.
0

By Gronwall’s lemma we see that u,, — w in H® as n — oco. Iterating this property
to cover any compact subset of (0, 7*) we finish the proof.

As a final note we remark that if we solve the equation, starting from uy and
u(t1) over the intervals [0, ¢1] and [¢1, t2] respectively, by continuous dependence, to
prove that C ([0, T]; H*(R™)), it is enough to consider the difference u(t;) — uo in
the H® norm. Since

t1
u(t) = o = (€2 = Dug —i [ Tg(u)(r)
0
using again Lemma 3.10 and the fact that e**“ugy(z) € C(R; H*) we have

it1 A k
lu(ta) = wollzre S 1€ = Dol + [l 20 are)

which finishes the proof.

Conservation laws: Since we develop the H' theory below we implicitly have s > 2.
We have at hand a solution that satisfies the equation in the classical sense for high
enough s (in general in the H*~2 sense with s > 2 and thus in particular u satisfies
the equation at least in the L? sense. All integrations below then can be justified
in the Hilbert space L?). To obtain the conservation of mass we can multiply the
equation by iu, integrate and then take the real part. To obtain the conservation
of energy we multiply the equation by u,, take the real part and then integrate.

3.4. Local well-posedness in the H' sub—critical case. For more details we
refer to [11, 43, 44].

Theorem 3.11. Let1<p<1+n 5, fn >3 and 1 <p<oo, ifn=12. For
every ug € HY(R™) there exists a unique strong H' solution of (2.1) defined on the
mazimal interval (0, T*). Moreover

we L

1oc ((0,T%); WP (R™))
for every admissible pair (v, p). In addition

Jim u(®) 1 = o0
if T* < 00, and u depends continuously on ug in the following sense: There exists
T > 0 depending on ||ug|| g1 such that if ug, — uo in H' and u,(t) is the cor-
responding solution of (2.1), then u,(t) is defined on [0,T] for n sufficiently large
and

un(t) = u(t) in C([0,T); H') (3.16)
for every compact interval [0,T) of (0,T*). Finally we have that
E(u)(t) = %/|Vu( 2d:v—7/|u )P de = E(uo)

and
M(u)(t) = [lu@®)||L2 = [luollzz = M (uo).
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We note that W1 is the Sobolev space of L? functions with weak derivatives in
L? of order one.

Proof. First we establish:
Ezistence and Uniqueness. In order to define the space on which we shall apply the
fixed point argument, we pick r to be r :=p+ 1. Fix M,T > 0 to be chosen later
and let ¢ be such that the pair (g,r) is admissible.> Consider the set
E={ue L¥HL0,T] x R")N LI((0,T); W""(R™)) : (3.17)
Hu||L§°((O7T);H1) < M and ||u“ngiT < M} (318)

equipped with the distance
d(u,v) = |lu—vl[Laqo,r);Lr@n)) + U = vllLe(0,7);2 n))-
It can be shown that (E,d) is a complete metric space.

We write the solution map via Duhamel’s formula as follows:

t
®(u)(t) = et ug — z/ e =By [P~y (1) dr. (3.19)
0

Now we provide a few estimates that we shall use in order to justify that the
mapping ® is a contraction on (E,d). Notice that for » = p + 1 we have

Hul? gy < ullf,
and thus by Hoélder
_ -1
HulP bl oy S Nullfer, lulloors - (3.20)
However by Sobolev embedding we have that
lullzy < [l
which together with (3.20) implies that:
- -1
NP~ ull e S Tl el s (3.21)
Similarly, since the nonlinearity is smooth,
_ -1
IV(ulP )l gy S Nl g IVull gy - (3.22)
Now we combine (3.21) and (3.22) to obtain for u € E:
[l

—1
P o P (3.23)

Furthermore, applying Holder’s inequality in time, followed by an application of
(3.23) gives:

— (1—(1/ —
Nl ll g S T [l l] g,
!
ST |l el vy (3.24)

n

3Since the admissibility condition reads % + 2 Ap+1)

n(p—1)"

= %’ and r = p + 1, we have that ¢ =
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Now we are ready to show that ® is a contraction on (E,d). Using Duhamel’s
formula (3.19) and Strichartz estimates we obtain:

1)@l g+ S He“AuoHLW P ull g1

S luollar + 177 HUIILooHl lull pazrs (3.25)

where to obtain (3.25) we used (3.24). Also by Duhamel’s formula (3.19), Strichartz
estimates and (3.24) we have:

19 () ()| 5o 2 S Mol + T ||u||LocH1||u||LgW;w (3.26)
Hence (3.25) and (3.26) imply:

a—q
12(w) () oz + 12Ol gy < Clluollzr + CT o MP™ | payyrr. (3.27)
Now we set M = 2C'||ug|| g2 and then choose T small enough such that

cr'F < L

We note that such choice of T is indeed possible thanks to the fact that for p <
1+ —4- we have that ¢ > 2 and thus ¢ > ¢'. For such T ~ T'(||ug|| 1) we have that
|2(u)(t)||z < M whenever u € E and thus ® : E — E. In a similar way, one can
obtain the following estimate on the difference:

[@(u)(t) = @) ()] pawzr + [|P(w)(t) = @(v)(H)] g L2

provides a unique solution v € E. Notice that by the above estimates and the
Strichartz estimates we have that u € Cy((0,T); H*(R")).

To extend uniqueness in the full space we assume that we have another solution v
and consider an interval [0, 0] with § < T. Then as before

lu(t) = (O payrr + () =o)L mr < C8(ulla s + 1017 s )l =0l gy e
But if we set
K = max(lulzzms + ol ) < 00
then for § small enough we obtain
1
[u(®)=oOll Lo Hllu(t) =0l gz < 5 lu(t) =0 @)l payr +lut) =o)Lz m)
which forces u = v on [0, d]. To cover the Whole [0, T] we iterate the previous argu-
ment % times.
Membership in the Strichartz space. The fact that
we L) ((0,T*); WhHP(R™))

loc
for every admissible pair (v, p), follows from the Strichartz estimates on any com-
pact interval inside (0,7).

Blow-up alternative. The proof is the same as in the smooth case.

Continuous dependence can be obtained via establishing estimates on

[un(t) = w(@)l pawpr + [[un(t) = w(@)l oo my-
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We skip details and refer the interested reader to [11].

Conservation laws. The proof of the conservation of mass is similar to the smooth
case but now we use the pairing (us,u)g1_g-1. A proof of conservation of en-
ergy is more involved since we need more derivatives to make sense of the energy
functional. Details can be found in e.g. [11]. O

Remark 3.12. We pause to give a couple of comments:

(1) Notice that when X = —1 (defocusing case), the mass and energy conserva-
tion provide a global a priori bound

sup [[u(t) |z < Casug) . B(uo)-
teR

By the blow-up alternative we then have that T = oo and the problem is
globally well-posed (gwp).

(2) Let I =1[0,T]. An inspection of the proof reveals that we can run the lwp
argument in the space S*(I x R™) with the norm

HuHSl(IXR") = ||’U,||50(1><Rn) + ||Vu||30(IX]Rn)
where

lullso(rxmn) = sup [l g

Lr-
(g,r)—admissible el

3.5. Well-posedness for the L? sub—critical problem. We now state the lwp
and gwp theory for the L? sub-critical problem. The reader can consult e.g. [74]
for details.

Theorem 3.13. Consider 1 <p <1+ %, n > 1 and an admissible pair (q,r) with
p+1<q. Then for every ug € L*>(R™) there exists a unique strong solution of

iug + Au+ MuP~tu = 0,
u(z,0) = ug(x)

defined on the maximal interval (0,T*) such that

u € C((0,77); LA(R™)) N L,.((0,T%); L™ (R™)).

loc

(3.28)

Moreover
u € Ly, ((0,77); L(R™))
for every admissible pair (v, p). In addition

li t =
i Ju(t)] 1 = o0

if T* < oo and u depends continuously on ug in the following sense: There exists
T > 0 depending on |lug||pz such that if ug, — ug in L? and u,(t) is the corre-
sponding solution of (3.28), then un(t) is defined on [0,T] for n sufficiently large
and

up(t) = u(t) in L]

loc

([0,T]; L7(R™)) (3.29)

for every admissible pair (v, p) and every compact interval [0,T] of (0,T*). Finally
we have that

M(u)(t) = ||u®)|lzz = ||wollzz = M(up) and thus T* = oo. (3.30)
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Remark 3.14. We give a couple of comments:

(1) Notice that global well-posedness follows immediately.
(2) The equation makes sense in H 2.

Finally we state the L?—critical lwp theory when p = 1 + %. We should mention
that a similar theory holds for the H' critical problem (p = 1 + ﬁ), [12]. For
dimensions n = 1,2 the problem is always energy sub-critical.

Theorem 3.15. Consider p = 1 + %, n > 1. Then for every ug € L*(R™) there
exists a unique strong solution of

iy 4+ Au + Mu|7u =0,
U(l‘70) = ’UJO(I)

defined on the maximal interval (0,T*) such that

u € CY((0,T7); LA(R™) N Ly, ((0,77); LM (R™)).

loc

(3.31)

Moreover

u € L}, ((0,T7); L7(R™))
for every admissible pair (v, p). In addition if T* < co
tim[u(t)]

loc

, ((0,7); L7 (Rn)) = O0

for every admissible pair (q,r) with r > p+ 1. u also depends continuously on ug
in the following sense: If ugn — ug in L? and u,(t) is the corresponding solution
of (3.31), then u,(t) is defined on [0,T] for n sufficiently large and

un(t) = u(t) in LI([0,T)); L"(R™)) (3.32)

for every admissible pair (q,r) and every compact interval [0,T] of (0,T*). Finally
we have that

M)(t) = [u(®)|rz = luollze = M(uo) for all t € (0,T%). (3.33)

Remark 3.16. Again, we give a few comments:

(1) Notice that the blow-up alternative in this case is not in terms of the L?
norm, which is the conserved quantity of the problem. This is because the
problem is critical and the time of local well-posedness depends not only on
the norm but also on the profile of the initial data. On the other hand if
we have a global Strichartz bound on the solution global well-posedness is
guaranteed by the Theorem. We will see later that this global Strichartz
bound is sufficient for proving scattering also.

(2) It is easy to see that if |luo|lrz < p, for p small enough, then by the
Strichartz estimates

||eitAu0||Lf+1L§+l(R><R") <Cp<n.

Thus for sufficiently small initial data T* = oo and after only one iteration
we have global well-posedness for the focusing or defocusing problem. In
addition we have that u € L](R; Ll (R™)) for every admissible pair (q,r)
and thus we also have scattering for small data. But this is not true for
large data as the following example shows.
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Consider A > 0. We know that there exists nontrivial solutions of the
form
u(z,t) = e“o(x)
where ¢ is a smooth nonzero solution of
—A¢ +wp = [g]P o

with w > 0. But

9l Lr @ny < M
for every r > 2 and thus u ¢ LI(R; L (R™)) for any ¢ < oo.

Although some recent results have appeared for super—critical equations, the
theory has been completed only for the mass and energy critical problem and those
developments are recent. More precisely, global energy solutions for the 3d defo-
cusing energy-critical problem with radially symmetric initial data was obtained
in [10]. The radially symmetric assumption was removed in [18]. For n > 4 the
problem was solved in [65, 75]. The defocusing mass-critical problem is now solved
in all dimensions in a series of papers, [20, 21, 22].

To obtain global-in-time solutions for the focusing problems, as we have seen,
one needs to assume a bound on the norm of the data. For the energy-critical
focusing problem one can consult the work [46], where a powerful program that
helped settle many critical problems, has been introduced; for higher dimensions
see e.g. [52]. Results concerning the mass-critical focusing problem are obtained in
[23] in all dimensions.

4. MORAWETZ TYPE INEQUALITIES

Consider the semi-linear Schrodinger equation (NLS) in arbitrary dimensions

iug + Au+ AMuP~lu =0, z€R" teR, A+, (4.1)
u(z,0) = up(x) '
for any 1 < p < o0.
Smooth solutions of the NLS equation satisfy energy
1 A
E(u)(t) == Vutzdxfif w(t)|PHde = E(u 4.2
W®) =3 [ FuoPde- =25 [ Jut) () (@2
and mass
M(u)(t) = [[u(®)||r2 = [luollzz = M (uo) (4.3)
conservation.

‘We have seen the basic local well-posedness theory in the first part of this course.
To study in more details the global solutions of the above problems we have to re-
visit the symmetries of the equation. We first write down the local conservation
laws or the conservation laws in differentiable form. The differential form of the
conservation law is more flexible and powerful as it can be localized to any given re-
gion of space—time by integrating against a suitable cut—off function or contracting
against a suitable vector fields. One then does not obtain a conserved quantity but
rather a monotone quantity. Thus from a single conservation law one can generate
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a variety of useful estimates. We can also use these formulas to study the blow—up
and concentration problems for the focusing NLS and the scattering problem for
the defocusing NLS.

The question of scattering or in general the question of dispersion of the nonlinear
solution is tied to weather there is some sort of decay in a certain norm, such as
the LP norm for p > 2. In particular knowing the exact rate of decay of various L?
norms for the linear solutions, it would be ideal to obtain estimates that establish
similar rates of decay for the nonlinear problem. The decay of the linear solutions
can immediately establish weak quantum scattering in the energy space but to esti-
mate the linear and the nonlinear dynamics in the energy norm we usually looking
for the LP norm of the nonlinear solution to go to zero as t — co.

Strichartz type estimates assure us that certain LP norms going to zero but only
for the linear part of the solution. For the nonlinear part we need to obtain gen-
eral decay estimates on solutions of defocusing equations. The mass and energy
conservation laws establish the boundedness of the L? and the H' norms but are
insufficient to provide a decay for higher powers of Lebesgue norms. In these notes
we provide a summary of recent results that demonstrate a straightforward method
to obtain such estimates by taking advantage of the momentum conservation law

%/ uVudr = %/ o Vugda. (4.4)
Thus we want to establish a priori estimates for the solutions to the power type

nonlinear Schroédinger equation
iug + Au = AMulP~lu, reR" tekR,
u(z,0) = up(z) € H*(R™)
for any p > 1 and A € R. Equation (4.5) is the Euler-Lagrange equation for the
Lagrangian density

(4.5)

1 p—1
L(u) = —5 A(uf?) + ALt

p+1
Space translation invariance leads to momentum conservation
plt) = %/ aVudz, (4.6)

a quantity that has no definite sign. It turns out that one can use this conservation
law in the defocusing case and prove monotonicity formulas that are very useful in
studying the global-in-time properties of the solutions at t = co. For most of these
classical results the reader can consult [11], [71].

The study of the problem at infinity is an attempt to describe and classify the
asymptotic behavior-in-time for the global solutions. To handle this issue, one tries
to compare the given nonlinear dynamics with suitably chosen simpler asymptotic
dynamics. For the semilinear problem (4.5), the first obvious candidate for the
simplified asymptotic behavior is the free dynamics generated by the group S(t) =
e~ "4 The comparison between the two dynamics gives rise to the questions of the
existence of wave operators and of the asymptotic completeness of the solutions.
More precisely, we have:

i) Let v (t) = S(t)us be the solution of the free equation. Does there exist a
solution u of equation (4.5) which behaves asymptotically as vy as t — oo, typically
in the sense that ||u(t) —vy||gr — 0, as t — oo. If this is true, then one can define
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the map Q4 : uy — u(0). The map is called the wave operator and the problem
of existence of u for given w4 is referred to as the problem of the existence of the
wave operator. The analogous problem arises as t — —oo.

i1) Conversely, given a solution u of (4.5), does there exist an asymptotic state u.
such that vy (t) = S(¢)us behaves asymptotically as u(t), in the above sense. If
that is the case for any w with initial data in X for some u; € X, one says that
asymptotic completeness holds in X.

In effect the existence of wave operators asks for the construction of global so-
lutions that behave asymptotically as the solution of the free Schrédinger equation
while the asymptotic completeness requires all solutions to behave asymptotically
in this manner. It is thus not accidental that asymptotic completeness is a much
harder problem than the existence of the wave operators (except in the case of small
data theory which follows from the iterative methods of the local well-posedness
theory).

Asymptotic completeness for large data not only require a repulsive nonlinearity
but also some decay for the nonlinear solutions. A key example of these ideas is
contained in the following generalized virial inequality, [54]:

/ (—AAa(@))|ulz, t)2dedt + A / (Aa(@)|u(z, )P dzdt < C (47)
R7 xR R7 xR

where a(x) is a convex function, u is a solution to (4.5), and C a constant that
depends only on the energy and mass bounds.

An inequality of this form, which we will call a one—particle inequality, was first
derived in the context of the Klein-Gordon equation by Morawetz in [57], and then
extended to the NLS equation in [54]. Most of these estimates are referred in the
literature as Morawetz type estimates. The inequality was applied to prove as-
ymptotic completeness first for the nonlinear Klein-Gordon and then for the NLS
equation in [58], and then in [54] for slightly more regular solutions in space di-
mension n > 3. The case of general finite energy solutions for n > 3 was treated
in [33] for the NLS and in [32] for the Hartree equation. The treatment was then
improved to the more difficult case of low dimensions in [59, 60].

The bilinear a priori estimates that we outline here give stronger bounds on the
solutions and in addition simplify the proofs of the results in the papers cited above.
For a detailed summary of the method see [34]. In the original paper by Morawetz,
the weight function that was used was a(x) = |z|. This choice has the advantage
that the distribution —AA(‘%') is positive for n > 3. More precisely it is easy to

compute that Aa(z) = %=1 and that

||

—AAa(z) =4 (n—1)(n-3) if n>4.

‘1|2 )



20 N. TZIRAKIS

In particular, the computation in (4.7) gives the following estimate for n = 3 and
A\ positive

1
/ lu(t,0)|*dt +/ Mdmdt <1. (4.8)
R R3 xR |z|

Similar estimates are true in higher dimensions. The second, nonlinear term, or
certain local versions of it, have played central role in the scattering theory for
the nonlinear Schrédinger equation, [10], [33], [37], [54]. The fact that in 3d, the
bi-harmonic operator acting on the weight a(z) produces the §—measure can be ex-
ploited further. In [17], a quadratic Morawetz inequality was proved by correlating
two nonlinear densities p1(x) = |u(x)|? and pa(y) = |u(y)|? and define as a(z,y)
the distance between x and y in 3d. The authors obtained an a priori estimate
of the form f]R3><]R |u(z,t)|*dx < C for solutions that stay in the energy space. A
frequency localized version of this estimate has been successfully implemented to
remove the radial assumption of Bourgain, [10], and prove global well-posedness
and scattering for the energy-critical (quintic) equation in 3d, [18]. For n > 4 new
quadratic Morawetz estimates were given in [72]. Finally in [14] and in [64] these
estimates were extended to all dimensions.

We should mention that taking as the weight function the distance between two
points in R™ is not the only approach, see [15] for a recent example. Nowadays
it is well understood that the bilinear Morawetz inequalities provide a unified ap-
proach for proving energy scattering for energy sub-critical solutions of the NLS
when p > 1+ % (L? super-critical nonlinearities). This last statement has been
rigorously formalized only recently due to the work of the aforementioned authors,
and a general exposition has been published in [34]. Infinite—energy solution scat-
tering in the same range of powers has been initiated in [17]. For the L2-critical
problem, scattering is a very hard problem, but the problem has now been resolved
in a series of new papers by B. Dodson, [20, 21, 22]. For mass sub—critical solutions,
scattering even in the energy space is a very hard problem, and is probably false.
Nevertheless, two particle Morawetz estimates have been used for the problem of
the existence (but not uniqueness) of the wave operator for mass subcritical prob-
lems, [42]. We have already mentioned their implementation to the hard problem
of energy critical solutions in [10], [37], and [18]. Recent results have used these in-
equalities for the mass critical problem, [20], and the energy super-critical problem,
[53]. For a frequency localized one particle Morawetz inequality and its application
to the scattering problem for the mass—critical equation with radial data see [73].

We are now ready to derive the estimates. As we mentioned we start with the
equation

iug + Au = MulP~u (4.9)

with p > 1 and A € R. We use Einstein’s summation convention throughout. Ac-
cording to this convention, when an index variable appears twice in a single term,
once in an upper (superscript) and once in a lower (subscript) position, it implies
that we are summing over all of its possible values. We will also write V;u for

(?T“j. For a function a(z,y) defined on R™ x R™ we define V, ; a(x,y) = %;y) and

similarly for V. 1 a(z,y).
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We define the mass density p and the momentum vector p, by the relations
o= |ul? pr = S(aViu).

It is well known, [11], that smooth solutions to the semilinear Schrédinger equation
satisfy mass and momentum conservation. The local conservation of mass reads

Oup + 2divp = Opp + 2V,;p’ =0 (4.10)
and the local momentum conservation is
O’ —I—Vk(éj(— —Ap —l—)\ \u|p+1) +o ) =0 (4.11)

where the symmetric tensor o;, is given by
Ojk = 23?(Vjuvkﬂ).

Notice that the term A;%MPH is the only nonlinear term that appears in the
expression. One can express the local conservation laws purely in terms of the
mass density p and the momentum p if we write

ALt = 2" AR
p+1

p+ lp
and 1 i
Ok = 2%(Vjuvkﬂ) = ;(ijpk + §Vjpvkp),

but we will not use this formulation in these notes.

This is the main theorem of this section:

Theorem 4.1. [14, 17, 64, 72] Consider u € C,(R; C§°(R™)) a smooth and com-
pactly supported solution to (4.9) with u(z,0) = u(zx) € C§°(R™). Then for n > 2
we have that

i 2 p+1
CIID~ % (Jul?)]125 2 + (n — 1) )\7/ / [uly, OF e, O ot
e R, JR? xRY |z —y|

< [luoll2 sup [M, (1)1,
teR

where

M) = [ Z=2 S (ale) Vala))do

x —y|
D% is defined on the Fourier side as 50‘\f(§) = [&|*u(&) for any « € R and C is a
positive constant that depends only on n, [66]. Forn =1 the estimate is

3
10z (Jul*) 12 2 +/\7II 12 e < 2Huolle sup [|0ul| 2

Remarks on Theorem 4.1.

1. By the Cauchy-Schwarz inequality it follows that for any n > 2,
sup [ M, (£)] < l[uollz> sup [[Vu(t)]| L2
0,t teR

A variant of Hardy’s inequality gives

sup [M,(t)| < sup IIU(f)IIE%,
0,t teR
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For details, see [34].

2. Concerning our main theorem, we note that both the integrated functions in
the second term on the left hand side of the inequalities are positive. Thus when
A > 0, which corresponds to the defocusing case, and for H! data say, we obtain
for n > 2:

n—3
2

. 3 1 3 1
1D ([ul*) 222 S lluoll 7 juﬂgHW(t)ll;iQ S M (uo)? E(uo)?,
€

and forn =1

3 1 3
102 (lul*) 722 < lluoll 72 sup 10zu(t)l| 72 S M (uo)2 E(uo)*.

NG

These are easy consequences of the conservation laws of mass (4.3) and energy (4.2).
They provide the global a priori estimates that are used in quantum scattering in
the energy space, [34].

3. Analogous estimates hold for the case of the Hartree equation iu; + Au =
A(|z|77 % |ul?)u when 0 < v < n, n > 2. For the details, see [42]. We should point
out that for 0 < v < 1 scattering fails for the Hartree equation, [38], and thus the
estimates given in [42] for n > 2 cover all the interesting cases.

4. Take A > 0. The expression

n—3
2

ID=7= (Ju*) |22

for n = 3, provides an estimate for the L} L% norm of the solution. For n = 2 by
Sobolev embedding one has that

1
lulZsps = MulPllzzes S IDZ (lul*)ll2zr2 S Crrun),Biuo)-

For n > 4 the power of the D operator is negative but some harmonic analysis and
interpolation with the trivial inequality
1
||D2U||L§°Lg S ||U||L;X,H§

provides an estimate in a Strichartz norm. For the details see [72].

5. In the defocusing case all the estimates above give a priori information for the
H-critical Strichartz norm. We remind the reader that the H*-critical Strichartz

n_

. . . 2, n __ o
norm is [lul|paz, where the pair (¢, r) satisfies £ 4+ = 3 —s. In principle the corre-

lation of k particles will provide a priori information for the H 2% critical Strichartz
norm. In 1d an estimate that provides a bound on the H § critical Strichartz norm
has been given in [16].

6. To make our presentation easier we considered smooth solutions of the NLS
equation. To obtain the estimates in Theorem 4.1 for arbitrary H' functions we
have to regularize the solutions and then take a limit. The process is described in
[34].
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7. A more general bilinear estimate can be proved if one correlates two different
solutions (thus considering different density functions p; and p3). Unfortunately,
one can obtain useful estimates only for n > 3. The proof is based on the fact that

—AZ2|z| is a positive distribution only for n > 3. For details the reader can check
[17]. Our proof shows that the diagonal case when p; = py = |u|? provides useful
monotonicity formulas in all dimensions.

4.1. One particle Morawetz inequalities.

Proof. We define the Morawetz action centered at zero by

My(t) = Va(z) - plx) de, (4.12)
R7L
where the weight function a(x) : R™ — R is for the moment arbitrary. The minimal
requirements on a(z) call for the matrix of the second partial derivatives 0;0,a(x)
to be positive definite. Throughout our paper we will take a(z) = |z|, but many
estimates can be given with different weight functions, see for example [15] and
[52]. If we differentiate the Morawetz action with respect to time we obtain:

O My(t) = Va(z) - 0ip(x) dx = Va(x)0p’ (v) dx

Rn R
= / (V;VFa(z))d] (—pr—H\p |u\P+1)dx+2/ (V;V¥a(z))R(VIUV pu)de
R™
where we use equation (4.11). We rewrite and name the equation as follows

O My(t) = Aa(x)(—fA —l—)\p |u|p+1)dm+2/ (Vjvka(m))sﬁ(vjﬂvku)dx.

: (4.13)
Notice that for a(z) = |z| the matrix V;Va(z) is positive definite and the same
is true if we translate the weight function by any point y € R"™ and consider
V..;V®ka(z — y) for example. That is for any vector function on R", {v; (@)} 1,
with values on R or C we have that

/n (V;VFa(z))v? (z)vy(z)dz > 0.

To see this, observe that for n > 2 we have V,a = rj‘ and V;Via = % (5kJ 2 ””“).

|]?

n

Summing over j = k we obtain Aa(z) = ﬁ Then

o
1 kTt

V,;VFa(z)v! (z)vy(z) = Iz] (5

by the Cauchy-Schwarz inequality. Notice that it does not matter if the vector
function is real or complex valued for this inequality to be true. In dimension one
(4.13) simplifies to

ol @) = o (@) - (2 0D)?) 2 0

| J| |]

1 -1
B, Mo(t) = / oo (@) (= 22p 4 ATt o, P de. (4.14)
R 2 p+1
In this case for a(x) = |z|, we have that a,,(x) = 26(x). Since the identity (4.13)

does not change if we translate the weight function by y € R™ we can define the
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Morawetz action with center at y € R™ by

M) = [ Va(e—y)- i) da.

‘We can then obtain like before

1 p—1
+2/ (Vo VoFa(z — y))R(V* 0V, pu)dz. (4.16)

Recall that

oo = [ sate) (APt = Sap) ot [ @0kate)olas

for a general weight function a(z).
If we pick a(z) = |z|?, then Aa(x) = 2n and 9;0ra(x) = 28x;. Therefore
2nA(p—1
M = m/ |u\p+1daz+2/ |Vul*dz
p+1 R® R7

1 A 2
=0 </ Val*de + ——= |U|p+1d"”> — oy W-nlp - 1))/ JulP* da
2 R™ p+ 1 R P+ 1 n
2

= 8E(u(t)) — Y (4—n(p-1)) / |ulPTtda. (4.17)

Thus if we define the quantity
V) = [ al@p)iz,
with a(x) = |z|?, we have that
oV (t) = /n a(x)Op(z)de = —2 /n a(x) V- pdx =2M(t) (4.18)

using integration by parts. Thus

OV (t) = 16E(u(t)) — STl (4—n(p-1)) /Rn lu[PHda. (4.19)

Another useful calculation is the following. Set

K(t) = ||(z + 20tV )ul %2 + 8’%/ P+ da
— L2 p+ 1 Rn .

Then we have:

8t2 )\
K(t) = [zl + 42| Va2 —4t/ v pdv+ +1/ P+ da
n p n

= /n a(x)p(x)dz 4+ 82 E(u(t)) — 2t - Va-pdx

= /n a(z)p(z)dr + 8t E(ug) — 2t/ Va-p dz, (4.20)

n

with a(x) = |z|?. However

O /n a(z)p(z)dr = Va-pdz

R
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and thus

R’!L
If we use (4.17) we have that
ANt
oK) == 4= n(p-1) [ Juptide
Notice that for p =1 + %, the quantity K (¢) is conserved.

4.2. Two particle Morawetz inequalities. We now define the two-particle Morawetz
action

M) = [ Juls) P, (0) dy
Ry

and differentiate with respect to time. Using the identity above and the local

conservation of mass law we obtain four terms

001(t) = [ oM, 0) du+ [ Do) () dy

1 p—1
2 +1
= u(y)|*Azalz —y Ap+ A ulPT ) dxdy

+2/ [u()|?(Va,; Vo a(z — y))R(V™UV, pu)dedy
Ry xR7
2 [ V) Vasale - ) (e)dody
Ry xR7

=I+1I+1I1+ 2/ pi(y) V¥V, ra(z — y)p*(x)dzdy

RSXRQ
by integration by parts with respect to the y—variable. Since
VYV, ra(r —y) = —V5IV, pa(r — y)

we obtain that

OMt)=1+11+1I1— 2/ VZIV , ka(z — y)p; (y)p* (z)daxdy (4.21)

R;ng
=I+I1I+1IT+1V

where
2 1
I= [u(y)PAcale —4)( ~ 3 Ap)dedy,
RZXRZ
2 pP—1 b+
1= lu(y) 2 Aza(z — y) (N——|u["T)dzdy,
R7 XR7 p+1

IIT = 2/ [u()?(Va,; VEFa(z — y))R(VHIUV, pu)dzdy,
Ry xR7

IV = —2/ Vz’jvx7ka(x — y)pj(y)pk(x)dxdy.
Ry xR2
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Claim: I1] + IV > 0. Assume the claim. Since Aza(z —y) = \Z:;I we have that

n—1 u(y)? p—1 |u(y)® 1
oM (t) > / —Ap)dzdy+(n—1 )\7/ w(x) [P dady.
M) 2 R XR7 |x*y‘( ) ( ) p+1 R? XR7 |x*y|‘ (@)

But recall that on one hand we have that —A = D? and on the other that the
distributional Fourier transform of ﬁ for any n > 2 is Iélﬁ where c is a positive

constant depending only on n. Thus we can define

D= f(z) = C/R" |xf(_y)y|dy

and express the first term as

-1 2
n / [u(v)l (—Ap)d:vdy =2
2 R xR7 |z —y|

by the usual properties of the Fourier transform for positive and real functions.
Integrating from 0 to ¢ we obtain the theorem in the case that n > 2.

-1

n—3

<D~ D, D2|uf* >= C|ID™ "= |ul?|7,

Proof of the claim: Notice that

IIT+1V = 2/Rn . Vm,jvw,ka(w—y)(|u(y)|2§R(V$,jﬂ(x)vz’ku(x))—pj (y)pk(x))dwdy
_ x, P(y) o i— . )

= 2/]1@ng: Ve, iV ka(x—y)(m%(u(x)(v u(x))u(x)(vmku(w)))—pj(y)pk(x))dxdy
Since

Ve, jVara(r —y) =V, ;iVyraly — )
by exchanging the roles of z and y we obtain the same inequality and thus

1I1+1V = /R;;XRQ V., Va(z—y) (ﬁ:gg%(u(x) (V™I u(z))u(z) (Ve pu(z))) —p (v)pe ()
+ 283%(U(y)(Vy’jU(y))U(y)(Vy,kU(y))) ~ (@)pi(y) ) dudy.

Now set 21 = U(x)V, pu(z) and 29 = u(z)V*Ju(z) and apply the identity
%(2122) = %(21>§R(2’2) + C\\f(Zl)%(Zg)
to obtain

+3(T(2) Vo, pu(x)) S () V- u(x)) = ivw,kp(x)vx’jp(m) +pi(2)p’ (2)

and similarly

R (u(y) (V¥ u(y))u(y)(Vypu(y))) = 1Vy,kp(y)vy’j p(y) + ()P’ (y).

4
Thus
1 .
IHHI+1v = f/ Ve, ViFa(z — y)Mvw,kp(x)V’”’jp(x)dazdy
R7 xR7 p(z)
1 (z)

p .
+*/ Vi V%a(x —y) =2V, kp(y) VY p(y)dady
4 ]R'?’;X]R; Y57 ( )p(y) y,k ( ) ( )
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+ /R e Vy,ij’ka(:v—y)(zgpk(x)pj (x)+28pk(y)pj (1) —pr(@)p’ (y)—pr (y)p’ (x))dwdy-

Since the matrix V, ;V**a(z —y) = V,, ; V¥ a(x — y) is positive definite, the first
two integrals are positive. Thus,

Ir+1v >

p(z) p(y)

Now if we define the two point vector
[p(y) | p(x)
Je(x,y) = ——=pr(x) — | —/—=

IHHI+1V > / V. ;ViFa(z — y)JI (z,y) (2, y)dzdy > 0
R xR

[ Vasvtatom) (G5 e @0+ 2 ! () )i ) (o)) oy,

we obtain that

and we are done.

The proof when n = 1 is easier. First, an easy computation shows that if
a(z,y) = |z — y| then Oyza(z,y) = 26(z — y). In this case from (4.21) we obtain

MW = [ P25 =)~ goua)dady +2 [ a0l o

—|—4/ |u(x)|2|u$\2dx—4/p2(m)da:.
R R
But

/Rysz [uy)*26(z —4)( ~ %Pm)dmdy = /R (5z|u(:c)|2)2dx.

In addition a simple calculation shows that

() Plue? = (Re)) + (Su))” = 5 (0lul?)” +p2(2).
Thus
() s — 4p(2) = (D,uf?)

and the identity becomes

8, M (t) :2/R(am|u|2)2dx+2/R|u(gc)|2(xi';%1

which finishes the proof of the theorem. O

lu(z)[PT) dx (4.22)

4.3. Applications. We now present a few applications of the decay estimates that
were established above.
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4.3.1. Blow-up for the energy sub-critical and mass (super)—critical problem . We
show a criterion for blow-up for the energy subcritical and mass critical or super-
critical

4 4

1+ —<p<1l+——

n n—2
focusing (A = 1) problem which is due to Zakharov and Glassey. In our presentation
we follow [36]. In addition we assume that our data have some decay (which will
be specified below).

From the lwp theory we have a well-defined solution in (0,7*) of the following
initial value problem:

{ iug + Au+ |ulP~lu =0, reR"” teR,

u(x,O) — Uo(l‘) c Hl(Rn) N LQ(R”, ‘$|2d$), (423)

foranyl—f—%§p<1+$whenn23,andfor1+%§p<oowhenn:1,2.

Recall that for the variance, which was introduced as follows:

V) = [ loPluo )P,

we calculated that (see (4.18) and (4.19) and expressions leading to them):

OV (t) = 2M (1), (4.24)
where
M(t) :/ f'ﬁdx:/ Z-(aVu) dr,
and
4
OV (t) = 16 E(u(t)) + P (4—n(p-1)) / lu[Pda. (4.25)
Hence (4.25) together with conservation of energy and the fact that p > 1 4+ %,
implies:
OV (t) < 16 E(ug),
which we can integrate twice to obtain:
V(t) < 8t*E(ug) +tV'(0) + V(0)
= 8t2E(ug) + 2tM(0) + V(0)
— 812E(ug) + 4t/ 7 S(@Vuo) do + |wuo2s. (4.26)

Since
up € ¥ = H'(R") N L*(R", |z|*dx),

the coefficients of the second degree polynomial in ¢ on the right hand side of (4.26)
are finite. Now if the initial data have negative energy, that is if

E(UO) <0,

the coefficient of t? is negative. On the other hand, for all times

Vit) = /n 2|2 |u(z, t)|2dz > 0.
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Therefore V (t) starts with a positive value V(0) and at some finite time the second
order polynomial V'(t) will cross the horizontal axis. Thus T* is finite. By the
blow—up alternative of the lwp theory this gives that

li =
i Ju(t) [ = oo,

if in addition to ug € H', we have that ||zug||r2 < co and E(ug) < 0.

Remark 4.2. We make a few comments:

(1) Note that the assumption E(ug) < 0 is a sufficient condition for finite-time
blow—up, but it is not necessary. One can actually prove that for any Eg > 0
there exists ug with E(ug) = Ey and T* < co. For details consult [11].

(2) One can reasonably ask whether she can prove the same result for H' data?
The authors in [62] prove such a result with the additional assumption of
radial symmetry for any n > 2. For the L?—critical case (p = 1+ %) the
radial assumption is not needed. See the papers [63, 35, 61] for details.

(3) Many results have been devoted to the rate of the blow-up for the focusing
problem. A wvariant of the local well-posedness theory provides the following
result:

If ug € H!' and T* < oo, then there exists a § > 0 such that for all
0 <t <T* we have that

5
[Vu(®)||rz > 5
(T — t)7 1"

Note that the above gives a lower estimate but not an upper estimate. The
authors in [56] have provided an upper estimate for the L?-critical case that
s very close to the one above.

4.3.2. Global Well-Posedness for the L?—critical problem. We have seen that in
the mass—critical case when p = 1 + % the local existence time depends not only
on the norm of the initial data but also on the profile. This prevents the use of
the conservation of mass law in order to extend the solutions globally, even in
the defocusing case (A = —1). Here we discuss two interesting cases of global
well-posedness under additional assumptions. The problem in full generality is
developed in [20, 21, 22, 23].

Case 1: Defocusing problem under the finite variance assumption In the case when
A < 0, the conjecture was (for a long time) that T* = oo. Although the conjecture
is proven to be true in [20, 21, 22], in these notes we present a positive answer to
an easier problem where we consider the corresponding problem for H' data (that
can be large), but in addition we assume finiteness of the variance. This scenario
can be analyzed using methods we developed so far and as such it fits well into our
presentation.

Recall that

8t2
K(t)= 2itV)ul|F. + —— ptlg
(0 = o+ 20t0pulf + g [ s
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is a conserved quantity for p =1+ %. Thus
8t?
p+1 /R ulP e = [|lzuo|7-

We approximate the data with an H' sequence such that ug, — wug in L? and
have finite variance. The corresponding solutions satisfy u, € C(R, H!(R")) and
zu, € C(R, L*(R™)). The conservation law for K (t) implies that

8t
/ |u, [P < C
]R'n.

K(t) = ||(z + 2itV)ul|3, +

p+1
and thus

4 C
[l < 5

for all t € (0,7*). By continuous dependence this implies that

/ (e, P e <

for a.a. ¢t € (0,7*). Thus if T* < co one can integrate the above quantity from any
t <T* to T* and obtain that

/ /\u(x,t)|2+%dxdt<c.
t n

Since on the other hand we have that
we L ((0,0; L377)
we conclude
LEH((0,77): L) < .
But this contradicts the blow-up alternative for this problem and thus 7* = co.
Actually since the L? Strichartz norm Lf +%L3+% is bounded we also have scattering
(more on that later).

Case 2: Focusing problem. Now let us derive a global well-posedness condition for
the focusing equation

iug + Au + |u|%u =0. (4.27)
We have already seen that for small enough L? data the problem, focusing or
defocusing, has global solutions. We have also mentioned the result in [23] that
gives a sharp criterion for global existence for the focusing problem. Here we
reproduce the result in [76] which states that if one assumes small L? data (but not
arbitrarily small), which are, in addition, in H'!, global well-posedness follows by
discovering the sharp constant of the Gagliardo—Nirenberg inequality.

More precisely since

o4 4 4 4
Il 51 < CIVu)|Zellu(®)l|f2 = ClIVu®)ll72 luol £,

4
L%

one can easily see that the energy functional

B0 = 5 [ 19uOPdr 5 [luoP*tas

2+ 4
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is bounded from below as follows
1 4
B(u(t) = Eluo) > | Vu(t) 2 (2 = Clluo| ) . (4.28)

Thus for ||ugl|r2 <, n a fixed number, we have that
Vu(®)||zz + lu()llLe < Cht(ue),E(uo) < 00

By the blow—up alternative of the H' theory we see that Ty.x = 0.

The question remains what is the optimal 7. It was conjectured that, even with
L?-data, the optimal 7 is the mass of the ground state (), which is the solution to
the elliptic equation:

~Q+AQ=1QI"Q.

that can be obtained by using the the ansatz u(x,t) = e®*Q(z) in (4.27). It is shown
that @ is unique, positive, spherically symmetric and very smooth (see [11] for exact
references). Also () satisfies certain identities (Pohozaev’s identities) that can be
obtained by multiplying the elliptic equation by # and = - Vu and take the real part
respectively. In particular the identities imply that F(Q) = 0. In [76] Weinstein
discovered that the mass of the ground state is related to the best constant of the
Gagliardo—Nirenberg inequality. More precisely by minimizing the functional

4
_ IVu@)l12: llullz

244
(N

J(u)

Weinstein showed that the best constant of the Galgiardo—Nirenberg inequality

1 2+4 C 4
Sy lu@ll,7s < §IIVU(t)HizHU(t)IIEz,
is
_4
C=|Ql.-

Hence we can revisit (4.28) to obtain

1 e
E(uo) 2 5|Vu(t)|3: (1 - ole
1Q1 7

Therefore, if ||ugl|rz < |[|@]/ L2, we have a global solution.

Moreover the condition is sharp in the sense that for any n > ||Q||L2, there ex-
ists up € H' such that ||ug||z2 = 1, and u(t) blows-up in finite time. To see that, set

1

)

n
Y=o >
lQfz?

and consider ug = vQ. Then |Jug||rz = 7 and

+ 2 244 2
4 o= ="
E(uo) = 7" E(Q) - ————IVQI: = ————IIV@Ql: <0.

Since ug = 7@ € ¥ and E(ug) < 0, by the Zakharov—Glassey argument we have
blow-up in finite time.
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Remark 4.3. As consequence of the pseudo-conformal transformation

W@ t) o (1 — 1)~ iimy(t_ T
1—t'1—-1¢
we actually have blow—up even for n = ||Q||L2. We cite [11] for the details. It is
interesting that the blow-up rate is % and thus at least in the L?-critical case the
lower estimate we gave is not optimal for all blow—up solutions.

4.3.3. Quantum scattering in the energy space. Consider the defocusing L?—super—
critical problem
iug + Au— |uP~lu =0, z€R", teR,
u(z,0) = up(z) € HY(R"),
forany 1+ 2 <p <14 -4
We define the set of initial values ug which have a scattering state at +o0o (by time
reversibility all the statements are equivalent at —oo):

Ry =(up€ H : T* =00, u, = tlim e Au(t) exists ). (4.30)

(4.29)

Now define the operator

U: R+ — Hl.
This operator sends ug to the scattering state u. If this operator is injective then
we can define the wave operator

Qy=U"1:UR4) =R+
which sends the scattering state u4 to ug. Thus the first problem of scattering is
the existence of wave operator:
e Ezistence of wave operators. For each uy there exists unique ug € H' such that
Uy = limy_y o0 e~ Pu(t).
If the wave operator is also surjective we say that we have asymptotic completeness
(thus in this case the wave operator is invertible):
o Asymptotic completeness. For every ug € H' there exists uy such that uy =
limy oo e A u(t).
Both statements make rigorous the idea that we have scattering if, as time goes to
infinity, the nonlinear solution of the NLS behaves like the solution of the linear
equation.
Using the decay estimates we have established we can solve the scattering problem
for every p > 1 + %. WEell defined wave operators for this range of p is easy and it
is almost a byproduct of the local theory. But asymptotic completeness is hard. In
dimensions n > 3 this was proved in [33] and for n = 1,2 in [59, 60]. The proofs are
complicated since they were achieved before the interaction Morawetz estimates.
Using the interaction Morawetz estimates we can prove the scattering properties
in two simple steps. To make the presentation clear we will only show the n = 3
case with the cubic nonlinearity. But keep in mind that the interaction Morawetz
estimates give global a priori control on quantities of the form

lullLarr < Curuo),B(uo)s

for certain ¢ and r in all dimensions. It turns out that in the L?-supercritical case
this is enough to give scattering for any p > 1+ % and n. Finally for completeness
we also outline the wave operator question.
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Theorem 4.4. For every uy € HY(R3) there exists unique ug € H*(R?) such that
the mazimal solution u € C(R; HY(R?)) of iuy + Au = |ul?u, satisfies
lim ||€_itAu(t) — u+||H1(R3) =0.

t—o00

Proof: For u; € H' define the map

A(w)(t) = e*Puy +i / h e =2 (Ju?u) (s)ds.

t
What is the motivation behind this map? Recall that

t
u(t) = e*Pug — i / e A (Ju?u) (s)ds,
0

e HAY(t) = ug — i te_iSA wl?u)(s)ds. .
() = uo / (Juf?u)(s)d (4.31)

If the problem scatters we have that lim; . [le”®2u(t) — uy | g2 = 0 and thus
0 .
Uy = ug — z/ e 2 (|ul?u)(s)ds (4.32)
0

in H' sense. Now subtracting (4.32) from (4.31) we have that

u(t) = e*Puy + z/ e =8 (|u|?u) (s)ds.
t
By Strichartz estimates we have that

itA
e gy < sl < oo.
By the monotone convergence theorem there exists 7" = T'(uy) large enough such
that for ¢ < co we have
e pappre S e
The trick here is to use the smallness assumption to iterate the map in the interval
(T, 00). But our local theory was performed in the norms

llullst(rxrry = llullsorxrn) + [Vl sorxrn)
where

||U||50(1an) = sup [[w]l o

Lr-
(g,r)—admissible el

But this norms contain Lg°. So momentarily we will go to the smaller space
10 10
X=LLSNLF W, 3

For this norm we also have that for large T'
itA

e u+HX[T,oo) Se

Furthermore Strichartz estimates show that
A X7 oy S €+ ullfer -
The main step here is Sobolev embedding

7 zgez S 11,050
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where the pair (5,32) is Strichartz admissible. The details are as follows: Notice

$
that the dual pair of (42, ) is (&2, 22).

lullzgog S e uslierg + | / 92 (Jufu(s) ) ds| o

itA
Sheunl o+ [ @02 (Pu)asl g

2| g
L7 L,

t x

Setldll s +1(V
t

2
Setlullzsrs ||UHL;TOL% + ||u||L°L5 [Vul LB

SetlulZpgllel xS et luld,
t x

Similarly we derive

IVl a9, 3 S e+ Il 1Vull,

3
3 1*30 S € + ||u||X[T,oo)'

Ly

i~4

and

lull 29 20 S e+ IIUH%ngllwlL:TOL:TO Setlullk, .

Thus for T large enough we have that

||u||X[T,oo) Se

More precisely to obtain the last claim one has to estimate || Al x, [[A(u) — A(v)|| x
and prove that the map A is a contraction. Thanks to the e we derive simultaneously
this property along with the estimate

||u||X[T,oo) 5 €.
It remains to show that the solution is in C([T,o0); H*(R?)). But by Strichartz
again and using any admissible pair we have

17‘<

lullge_,  wer Sl + lullx, o, S sl

[T,00)

In particular ¢ = u(T) € H! and we have a strong H' solution of the equation
with initial data w(T) = ¢. But we know that the solutions of this equation are
global and thus «(0) is well-defined. Finally

e MtAu(t) —uy = 2/ e (|ul?u)(s)ds,
t

V(e‘imu(t) - u+) = z'/too e A (V(\u|2u)) (s)ds,

le™" 2 u(t) — uillm S [Vull 10

[t,00)

luly oo S Nl

L3 o)

But for T' large enough we have that |[ul|x. ., < € and thus

: —itA _ _
Jim [l B u(t) g = 0.

Therefore u(0) = ug € H! satisfies the assumptions of the theorem. We end with
asymptotic completeness.
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Theorem 4.5. If ug € H*(R3) and if u € C(R; H*(R3)) where u is the solution of
iug + Au = |u|?u, then there exists u, such that
. —itA _ _
Tim e~ S u(t) —us | = 0.

The proof is based on a simple proposition assuming the interaction Morawetz
estimates. This was the hardest part in the earlier proofs of quantum scattering.

Proposition 4.6. Let u be a global H' solution of the cubic defocusing equation
on R3. Then

||u||51(RX]R3) S C

Proof: We know that |ullpsgs < C for energy solutions. Thus we can pick €
small to be determined later and a finite number of intervals {Ij}x=1 2. ar, with
M < oo such that

||U||L§€IkLg Se

for all k. If we apply the Strichartz estimates on each I, we obtain for some o < 1
lullsry S et lars + 25 g luli%28)- (4.33)
k

lullss i S sl + el -
We can pick e so small such that
ullsi(r,) < K.

Since the number of intervals are finite and the conclusion can be made for all I} s
the proposition follows.

Remarks. 1. Where do we use the condition p > 1+ %? This is a delicate matter.
It is not hard to see that the interaction Morawetz estimates are global estimates
of Strichartz type but are not L? scale invariant. If one inspects the right hand side
of the interaction inequalities, a simple scaling argument shows that these are H i
invariant estimates. Thus only in the case that p > 1 + % we can take advantage
of an non L? estimate such as L{L%. This is the heart of the matter in proving
(4.33). In the case that p =1+ % we need to have a global L? Strichartz estimate

10 10
like L,® L;# in dimensions 3. Estimates of this sort can never come from Morawetz
estimates due to scaling.

2. Notice that the proposition gives a global decay estimate for the nonlinear solu-
tion.

Let’s finish the proof of asymptotic completeness. Note that

¢
e MtAu(t) = ug — z/ e (|ul?u)(s)ds,
0

e A1) = ug — z/ e (|ul?u)(s)ds.
0
Thus

lle™"* A u(t) — e u(r) g = [lu(t) — "R u(r) | S lulls,,  <C
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again by Strichartz estimates. Thus as t,7 — oo we have that
e~ u(t) — e A u(r)| g1 — 0.

By completeness of H' there exists uy € H' such that e”#Au(t) — uy in H' as
t — oo. In particular in H' we have

(o)
Uy = up — z/ e 2 (|ul?u)(s)ds
0

and thus

e~ u(t) = sl Sl

As t — oo the conclusion follows.

More remarks. What about energy scattering for p < 1 + %. The critical case
has been solved in [20, 21, 22]. For p < 1+ % the problem is completely open.
We have already mentioned that scattering makes rigorous the intuition that as
time increases, for a defocusing problem, the nonlinearity |u|P~!u becomes negligi-
ble. From this observation one expects that the bigger the power of p the better
chance the solution has to scatter. Thus the question: Is there any threshold pg
with 1 <py <1+ % such that energy scattering does fail? The answer is yes and
po =1+ 2. This is in [68] for higher dimensions and in [3] for dimension one. More
precisely using the pseudo-conformal conservation law and decay estimates that we
discuss later in the notes, they showed that for any 1 < p < pg, U(—t)u(t) doesn’t
converge even in L?. Thus the wave operators cannot exist in any reasonable set.
The problem remains open for

2 4
1+ —-—<p<1l+—
n n

and for general energy data. For partial results see [42] and the references therein.

4.3.4. Quantum scattering in the ¥ space. If we are willing to abandon the energy
space can we improve scattering in the range 1 + % <p<l+ %? Recall that

¥ = HY(R™) N LAR", |z|*dx).

We will not go into the details but a few comments can clarify the situation. Exactly
like the energy case it is enough to prove that

lull s1(rxrs) < C.

How one can obtain this estimate for different values of p? First recall that for

812
K(t) = ||(z + 2itV)ul|% + / ulPtldx
) = I( Jullze P Rnl |

we have that
t
K(t) - K(0) = / 6(s)ds,
0

where
0(t) = 5 (4 =nlp—1)) [ Jup*ida,

p+1 n
Using this quantity and a simple analysis one can obtain the following proposition:
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Proposition 4.7. Consider the defocusing NLS

iug + Au = |u|P~lu
u(

z,0) = ug(x) € H'(R™). (4.34)

forany 1 < p < 1—&—%, n>3((1<p< oo forn=12). Ifin addition
lzuo||L2 < oo and
u € CY(R; H'(R™))
solves (4.34), then we have:
i)[fp>l+% thenforanyQSrﬁ% R2<r<ocoifn=1,2<r<ocoifn=2)

1 1

lu(®)||- < CJt| TG
for allt € R™.
i) If p< 1+ then forany 2 <r < 2% (2<r<ooifn=12<r<ooif
n=2)
u(t)|| - < Cft|E=HA=6(r)
where

r—(p+1)][4—n(p—1 .
ey >l

G(T):{o if2<r<p+1

Remarks. 1. Notice that for p > 1+% the decay is as strong as the linear equation.
Recall here the basic L' — L estimate of the linear problem and its interpolation
with Plancherel’s theorem.

2. Using these estimates and the standard theory we have developed one can prove
that global solutions defined in the ¥ space obey

lul|s1mxr3) < C,

for any

1+

2—n+vVn2+12n+4 4
<p<l4+——:.
2n n—2
The existence of wave operators and asymptotic completeness follows easily. Of

course
2 — vn? +12 4 4

n++vns+12n + 14X

2n n

3. The existence of the wave operators can go below the above threshold in all
dimensions. Indeed one can cover the full range p > 1 + % The subject is rather
technical and we refer to [11] for more details.

2
1+-<1+
n

5. THE KORTEWEG DE VRIES EQUATION.

5.1. The Bona-Smith method. In this section we prove existence and uniqueness
of solutions for the KdV equation. In addition we obtain the continuity of solution
with respect to the initial data. We start with the case of smooth solutions. We
follow the proof in [4]. This method is independent of the dispersion relation of
the equation and can be applied to a large class of nonlinear evolution PDE. The
hardest part of this process is to establish the property of continuity with respect
to the initial data.
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More precisely consider the initial value problem:
Up + Ugge + Uy =0

with initial data u(0,x) = uo(z) € H*(R) with s being a sufficiently large integer.
In this section, we say u is a classical solution of KAV in H? if

ue C([=6,0]; H) N C*([=6,6]; H*?)
and if u satisfies KdV for each = and t.

We start with the following energy inequality: if u is a smooth solution of KdV,
then there exists Ty = Ty (||uol| s ) such that on [0, Tp],

lullze < 2fuol[ s
Indeed,

Ou|ozul7-

2 / Ou05udz

= —2/8;+3u8;udx -2 / 05 (uug)Osudz.
The first term is zero, the highest order contribution of the second term is

—2/u8;+1u8;udm = /ugﬂ(a;u)de.
Thus, we obtain for s > 3/2
Ocllulltre < llualloellullZrs < llullie.

Integrating in time implies that

T
lu(T)1Zs < luoll +/0 [u(r) |3 dr.
Let Ty = inf{T : ||u||g= > 2||uo||z=}. Then on [0,Tp], we have
lu(T)Frs < lluollre + 8TolluollZr. -
This implies that Ty > (8]|uol|z+) "

Remark 5.1. We also note that the above argument implies via Gronwall’s in-
equality that

t
Jullz- < Clluala- exp (€ [ usllat’).
0

where C' is an absolute constant. The advantage of this inequality is that the time
that it is valid depends only on the lower index Sobolev norm (H? is enough, avail-
able by the energy inequality) of the initial data, whereas the a priori energy bound
depends on the H® norm.

To prove the existence and uniqueness of solutions we use parabolic regularization
and consider
Up + EUgrgr + Ugze + Uty = 0.
The energy inequality above remains intact since the contribution of the parabolic
term is negative. Local well-posedness of this equation is proved by running a
contraction argument in the space

Xr = fu € (0TI ) 1 u(0,2) = uo(e), sup ult)]ix < 2ol
tel0,T
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for the operator
—etd? b (t—7)o%
Tu=e “"%uy— e VT% (uppr + vty )ds.
0

We have the following inequalities for the heat kernel:

4
lle=< %+ < JJull s+

—etd*
He et zagu”Ha S W”u”Hb

1 1

—etd?
o *(wug)||ms < WHUQHHS S WH“H?{»

lle

The first one follows from the boundedness of the multiplier e~¢" . The second
follows by the inequality
1

‘§Se—et§4’ 5 W

The third one follows similarly using the algebra property of Sobolev spaces.

Using these inequalities for I', we obtain

T T
1 1
ITu(T) = < luollms +/0 53/4(T—T)3/4”uHSdT+/O WHUH%JT

< luoll e + Ce* T fug | 7= + Ce™ AT |-

< 2[|uo|l =,
if T < Ti(e, ||uol| =) Therefore, iterating this local result using the energy inequal-
ity we obtain a solution, u¢, valid in the time interval [0, Tp]. Also note that, using

the equation, we have u® € C*([0, Ty], H*~*). From now on we will denote Ty by
T.

Now we need to prove that u¢ converges to a solution of KdV as € tends to zero.
To do this we prove that u¢ is Cauchy in C([0, T]; L?). Take 0 < € < ¢ and consider
the corresponding solutions. Using the equation for € and €/, we have

—2¢ / (uf — u )0 (uf —u) — 2(e — €') / (u€ — uf )Otu

- Jtu e ) - 5 [ - walr - w4 )
——2¢ [(u —u)oiu — )~ 2e— ) [ - a0k

-1 [ =R )

< —2(e—¢) /(uE —u )t — i/(uE — )20, (uf +u).

Ollu® = u |7

The second equality follows by noting that the third integral is zero. The last
inequality follows by the inequality

2

—2¢' /(u6 —u ) (uf —u) = —26// [02(u — ue/)] <0.
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We estimate the remaining terms by Cauchy Schwarz and Sobolev embedding (for
|0zul| ) to obtain

’ ’ ’ ’
Oullu = u |72 < le = €lllu® = u [z luflma + [lu® = u 22 (Ju s + [Ju [|z2)-
This implies that
/ ’ ’
Oflu = ullz2 S le = €flluNms + [lu = u |2 ((lull s + u[|z).
Integrating from 0 to 7" for small T and using the apriori bound |[u || g+ < |Juo]| g4,
we obtain

sup [[u€ — u |2 < e — €.

(0,77
Therefore u¢ is Cauchy in C([0,7]; L?). By interpolation with L H?, u€ is also
Cauchy in C([0,T]; H") for any r € [0,s). Moreover using the equation, we con-
clude that 0;u¢ is Cauchy in C([0,7); H"=*). Therefore, the limiting function
u € C([0,T); H™) N C*([0,T); H"=*) solves KAV (by taking pointwise limits). Also
note that since u€ is bounded in H® and converges to u in L2, u € L>([0,T]; H?).

We now continue with uniqueness. Consider KdV with initial data ug and vg in
H?. Let v and v be the corresponding solutions valid in a common time interval
[0,T]. By using the equation as above we obtain

Orllu —v||2s = —2/(u—v)6§(u—v) — /(u—v)ﬁm(u2 —v?)

lu = vl T2 (lull e + o]l )

AN

Therefore by Gronwall we obtain
[u—vlrz < lluo — vol[r2 (5.1)

on [0,T]. This implies uniqueness.

It remains to prove the continuous dependence on initial data and that u €
C([0,T); H*) (this implies that uw € C*([0,7]; H*=3)). To do this regularize the
initial data as follows:

ud 1= ug * ;.
Here ¢ is a Schwartz function with mean 1 satisfying 8?@(0) =0 for all k¥ > 0 (take
@ constant 1 in a neighborhood of the origin), and ¢s(z) = $¢(%). Since ¢s is an
approximate identity, u$ converges to ug in H®. Note also that |[ud||gs < |luollzs
where the implicit constant is independent of §. Let u® be the solution with initial
data u$ on [0,7] (coming from the parabolic regularization as the limit of smooth
e-solutions). Note that u° is smooth and satisfies KdV.

We will need the following lemma

Lemma 5.2. Consider the solutions u®

i) ||ul|| et S 1/6,
i) u’ converges to u in LigmH*,

constructed above on [0, T]. We claim that

iii) ||u® — 00| g < €T/ ug — vol| s,
i) Assume that uno converges to ug in H®. Let uy, and u‘fl be the solutions corre-
sponding to the initial data u, o and Ui,o; respectively. Then

sup |[ul — up|lzre =0 as d — 0.
n
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The bound i) and interpolation imply that
u® € C([0,T); L*) N Ly H*™ < C([0, TT; H).

This implies that u € C([0,T]; H®), since by ii) u® converges to u uniformly on
[0,T7.

The lemma also implies continuous dependence on initial data as follows. Assume
that wu, o converges to ug in H®. Construct the regularized solutions as in the
lemma. Using triangle inequality and iii), we have (for ¢t € [0,T])

lu = unllms < llu—u’llzs + llu® = upllms + llup, = un e

cT/s

Sllu = vl llas + €< g — up,oll e + sup [|u§ — |z
J

Given € > 0, fix Jp sufficiently small so that in light of ii) and iv) we have
lu = wnll e S €+ €% ug — un ol s + €.

Taking n to oo finishes the proof. It remains to prove the lemma.

Proof of Lemma 5.2. 1) We first recall that on [0, T]

t
0¥ lress S g exp (C [ llocdt) < s exp (O )
0
Therefore, it suffices to prove i) at time 0. Indeed,

gl zrs1 = [(E)P(EE) () wo(€)llz= S IKEPEE) | L ol = S 1/6.

i) We first prove that for 0 < ¢’ < §, we have
i — w122 = o(5°).
By (5.1), it suffices to prove this at time zero. We have
lug — g 172 = / |2(58) — B(&8"€)[*(€) > [un (&) [*(€)* d.
By Taylor expansion and the fact that derivatives of @ vanishes at zero, we have
P(08) = 1+ 0O(5°¢° sup [9°9]).
[0,5¢]
Thus, we have

lud - ud |22 < 6% / 103 e 056 [T (6) 2 (6) 2 de. (5.2)

Since 9°»(0) = 0, the statement follows from the dominated convergence theorem.

Interpolating this inequality with the bound i), we obtain ||u® — u®' || g+ = o(1)
as 6,6 go to zero. This implies that u° is a convergent sequence in L>([0, T]; H*).
By (5.1),

lu® = ullr2 < lug = uollrz — 0

as 0 — 0, therefore u is the limit of u° also in H*.
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iii) Using the equation, we estimate
D458 — 092, = 2 / 85 (u? — v*), 05’ — o)

—2/8;+3(u5 — ) (u® — v°)dx — /8;“((115)2 — ()05 (u® — v0)dx

1
[ e e e 8

S’ = 0|3 (
The first inequality follows since the first summand is zero and the second one can
be estimated by considering the cases when s+ 1 derivatives hit u° 4+v° and 1% —v°.

The second inequality follows from i).

This implies iii) by Gronwall’s Lemma.

iv) Since ||ul — up || gs = limg_yo ||’ — u® ||z, it suffices to prove that

sup |[ud — u® |2 = o(6%).
n
Interpolation with the bound i) yields the claim.

Using (5.1) and (5.2) it is enough to show that

Sup/ 10° Bl o< (0,661 [ im0 (§) [ (6)**d€ = o(1).

Indeed,
sup [ 10°3ll=o.sep ol (€)% de
S/||3S<5||Loc([o,ag])\%F(stdi+Sup/||35¢||Lw([o,5§])|lm—55|2<5>2Sd§«

The first integral goes to zero by Lebesgue dominated convergence theorem. For
the second, given € > 0, choose N so that |lupo — uol|lg= < € for all n > N, and

estimate the first N terms by dominated convergence theorem.
O

It remains to prove that the solutions constructed above can be defined globally-
in-time. It is a well-known fact in the literature that smooth solutions of the KdV
satisfy infinitely many conservation laws. A sample includes the following:

IL(t) = /u(:c,t)dx = 1,(0)
gmz/ﬁ@@mzaw

B(t) = [ (42 - 50 (@)ds = 1(0)

which can be verified directly by taking the time derivative of the above quantities
and show that 0:1; =0, j = 1,2,3. Each conservation law along with interpolation

provides an a priori bound
(5.3)

[u(®)]|ze < lluollm
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for s an integer. In general for a given H® solution, to make sense of the time
differentiation and then integration by parts, we need the solutions to live in a
smoother than H*® space (H**3 suffices for the KdV). We resolve this minor problem
by considering smooth solutions as follows. Let uyp € H* and as before construct ug
smooth such that uj — ug in H*. By continuous dependence we know that u® — u
in H*. Since u° is smooth it satisfies the a priori bound (5.3). But then
lullze < llw® =l + el S o = ullgs + gl S luoll

by taking § — 0. Thus u satisfies the a priori bound. But then we can iterate the lo-
cal solution and reach any time interval [0, T]. To see this assume that we have solve
the problem locally-in-time and obtain a solution on [0, T3], Ty = f(||uo||z=), where
on the same interval the solution satisfies (5.3). Now solve KAV with initial data
u(T7) and obtain a solution on [Ty, Ts] with To — 11 = f(||u(T1)||g+) = cf (||uol|a+)
by the a priori bound (5.3). By continuity we can glue the solution together and
thus u solves KdV on [0,73] and on this interval now it satisfiies (5.3). Then
T3 — Ty = f(|lu(T2)lla=) = cf(Jluollg=). We continue with a uniform time step to
cover [0, T].

Remark 5.3. Notice that we cannot iterate the a priori bound coming from the
energy inequality. This is because, as the ||u||gs grows, going from one time interval
to another, the time intervals shrinks. Thus it is possible that the sequence of times
shrinks in such a way that it approaches a finite time limit and the process stops.

5.2. Kenig—Ponce—Vega method on R. We now describe a method that de-
pends on the knowledge of the linear dispersive estimates. The theory was devel-
oped by Kenig-Ponce-Vega. Look at [47] and the references therein. The reader
can also look at [55] for the application of the method to different PDE. Recall the
definition of the Hilbert transform defined for functions in the Schwartz class:

1 1 -
Hf =—pv.(—=xf) =lim Mdy.
i x 0 Syze Y

It is known that, [66], ﬁ?(f) = fisgn(f)f(f) and hence the operator is bounded
on L?(R) with operator norm 1. Moreover it is known that

IH (e < Cllfllr@) for 1 <p < oo.
We start with estimates for the linear KdV
Ut + Ugze = 0, w(0,2) = up(x).
Taking space Fourier transform we obtain
(e ) = " T (8)
and thus
u(et) = [ T e
R

The solution W (t)ug = A; * up(x) is given by convolution with the Airy kernel
A(z) = /eitfs"’”fdf.

Note that ||W (t)uo| ms = ||uol|ms for all real s. We have the following dispersive
decay estimate:
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Lemma 5.4. For a € [0,1/2],
DaAt(a:) _ /eit£3+im§|£‘ad€

satisfies the bound
1D Ayl oo <[] @D/,

Proof. By the scaling relation
D Ay(w)| = |t~ FDED A (/)]

it suffices to prove that |[D*A;(x)| is a bounded function. Since the estimate is
trivial on the interval |£| < 2, it suffices to consider the integral

/ e (6 €| e,

where v is a C'* function satisfying (&) = 0 for €] < 1 and ¥ (&) =1 for || > 2.
If x > —1, the estimate follows from one integration by parts by writing
1

i€ ikr _
3¢ + iz

625 +ix

since then
(o9
e
382 4 x| ~
For z < —1 divide the integral into two pieces using smooth cutoffs 1; and ),
(11 + o=1) where 17 is supported on the set

A={€: 3¢ + 2| < |2]/2}
and 1y is supported on
B ={¢: 3¢ + 2| > |z]/3}.
To estimate the contribution of o integrate by parts to obtain the bound
d [§]*¢(E)v2(8)
dg.
/ ‘ 38241 + x ¢

Since on the set B, |3¢2 — x| < (362 + x| + 2|z| < [3€% + z|, we obtain 362 + x| >
382 + |z| Z (€)%, Also note that the derivative inside the integral can change sign
at most a finite number of times. Therefore by fundamental theorem of calculus it
suffices to see that

RGP

352 + - >2 .
To estimate the contribution of 1, note that When £ € A, €% ~ x|, and hence the

second derivative of the phase, £ + £z, is > |z|'/2. Therefore by Van der Corput
Lemma we estimate the contribution of ¥ by

ol (e n 0Ol + |5 (€20 ).

Since the derivative changes sign at most finitely many times the two norms have
the same contribution < |2|*/2. Therefore for a € [0,1/2], we obtain a uniform
bound. O
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Theorem 5.5. (Dispersive decay estimate) For any 6 € [0,1] and a € [0,1/2], we
have
1D W] para-or S [HCTD o] Loscas0)

Proof. Writing
W(t)up = Ag xug = /eitgsﬂ(zfy)guo(y)c%dy,

the lemma above implies that

I D*Wiuol| Lo < 81773 ug]| 11

The theorem will follow from complex interpolation® of this bound with the L?
conservation bound. To do this consider the analytic family of operators

D*W (t)up = D* Ay x ug

where z = a + i, a € [0,1/2], 8 € R. Since D is unitary, the operator is
uniformly bounded in L? for o = 0. Repeating the proof of the lemma above with
|€|2F8 instead of |€|* gives

1D Wougl| e S (B[~ D2 fugl| 1

Therefore complex interpolation between the lines R(z) = 0 and R(z) = « yield the
theorem. g

Theorem 5.6. (Strichartz estimates) [69], [49]. For any 0 € [0,1] and o € [0,1/2],
we have

1D Wyl gy S lluollz2 (5-4)

t
H/O DQOWt,Tg(.,T)dT’

where (q,7) = (6/(8(a+1)),2/(1 - 0)).

poz SNl (55)

Proof. As usual by the TT* argument (with T = D*%/2W,) (5.4) follows from the
bound

| [pewergmiar|,, <] [ 1D Werglr)lzzar]
R LiLg R ’

S| [ 1=ty i

Here, we used Minkowski integral inequality, the dispersive bound above and frac-
tional integration in that order. The inequality (5.5) is proved similarly:

t
H / DaaWt—tQ(': T)dT‘
0

Ly

L‘Z /S ||g||Lf,L£/ .

t
< || [ ID=Werg, ) ydr|
0

LiLr

t
< H/ |t—T|_9(O‘+1)/3||9||L;’dTH , S H / |t—T|_0(a+1)/3||g||[,;'d7‘
0 ’ L; R

Ly

Lf S ||g||Lg/L;/ N
([l

4This theorem is due to Elias Stein and is an extension of the Riesz-Thorin theorem. In this
case the linear operators depend analytically on a parameter z, see [67].
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Note that in particular we have the bounds
HDlMWtUOHLngo S lluollze- (5.6)
[Weuollrsrs < lluollr2- (5.7)
Theorem 5.7. (Kato Smoothing)

10:Wiuoll Lz S [luoll2-

Proof. Writing
, , —e3 o
(%Wtu() _ i/56253t+25xﬂ6(§)d£ ?7—25 %/n_1/361nt+“’1/3’”ﬁ6(771/3)d777

we see that (by Plancherel’s Theorem)

1., 13 e=nl/3
10=Weuoll 2 = 5 lin V3 T g ()2 T ([woll e = lluoll 2

Finally we state without proof a maximal function inequality:

Theorem 5.8. For any s > 3/4,
[Wiuollz2 g S (1) lluollers-

te[—-T,7] ™

We now establish the local wellposedness of the KdV equation us+uzqpqe+ut, =0
on the real line for % < s < 1 (the same method works for all s > %) The method is
not suitable for nonlinear dispersive PDEs on bounded domains since it is based on
the use of the basic dispersive estimates we outlined above. First we need a Lemma
whose proof we skip but the reader can consult [55] and the references therein for
similar commutator estimates:

Lemma 5.9. For s € (0,1), we have
17°(f9) = f7°gll> S 1 f1l e

gHLaQ

For s > 1, we have

|7°(f9) = £I°9]| 2 S £ e

9llzee + [ fallzo= llgll o

where the operators J* given on the Fourier side as

Tf(€) = (€)°F ().

To motivate the choice for the space X we work with, we start with the following:
Lemma 5.10. For s € (3,1) and 0 < <1, we have

. 1
e S0V uall g re lullge mre + Nullzz g |1 D*uall o nz + 6% ullE e -

x

[wie |2

te[O,S]H

Proof. First note that
lwuel[my = |7 (wue) |2 < (IJ°(utte) — ut usll L2 + lu us L2 = T+ I1.
Using Lemma 5.9, we obtain

IS follzee -
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Note that

I < [uDug |2 + [[u(J® = D*)uql| L2

S luDuallrz + ullrellullze < luD*ugllzz + llullz.-

The second inequality follows from the boundedness of the multiplier (recall that
s€[0,1])

m(€) = E[(1+[¢%)? — [¢]°],

and the third by Sobolev embedding. Combining these bounds and then using
Hoélder’s inequality yield the statement

luuallzz_ e S [[lualloe llull s

2 s
. L2y, + HHU”H L0 + luD%ug || g2 12

te(0,68]

1
S 51/4||“m||L§Lgo||u||Lf°H; + 42 ||U||%:°H; + ||l L2 poo | Dz || poe 2

Note that we changed the order of the norms in the last term of the first line. 0O

Now we are ready to prove that the KdV equation is locally wellposed on H*(R)
for s > 3/4. To do that, we apply Banach’s fixed point theorem on the ball (for
sufficiently small § = 6(||g||z<))

Bs = {u € X NCYH;([0,0] x R) : [lullx < Mllgllz-},

to the operator

Pu(t) = Wigla) = | Wi (ulr)us(r)dr
where

[[ull x = max(flu[rz , ;

).

VHio ”uﬂDHLfE[O’é]LgOa HUHLngg[Ma ||D8Um||Lg°L’;‘€[U)5]
Recall that W, = e*taz, W, is unitary in H?® spaces, and that W; commutes with J?,
D? and the Hilbert transform H. Note that the norms appearing in the definition
of X are the ones on the right-hand side of the inequality in Lemma 5.10. We only
prove that I' maps Bs into itself provided that § = §(||g|| =) is sufficiently small
and M is sufficiently large. Estimates on the differences can be obtained similarly.
We start with ||T'u|| o

tE[O,é]H;

t
ITullLeemrz < Ngllas + ||/ Wi—r (uug)dr || Lge s
0

t
< gl + | / st 15| oo

Sllgllze + 6" 2 luuel 2 ag S lgllare + 6" ull
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We used Lemma 5.10 in the last inequality. Similarly, using 0, = DH, where H is
the Hilbert transform, and the fact that W; commutes with D and H, we obtain

t
0T ull i S 10 Wislns + 10: [ Wicrluna)arlsses
’ 0
t
< DYWL Hyllgus + | [ IDYWW DY ()]
tHx 0 C t
4
< ||D**Hg|| 2 +/ | DY AW, W_, D**H (uuy)|| a p o dT
x 0 t x

3
< DY Hglz + [ 1D H ) 1zdr
0
S Nl + 82tz S Nl + 6%/2

In the third and forth inequalities, we used Strichartz inequality (5.6), and in
the last inequality, we used Lemma 5.10. By the maximal function inequality
(Theorem 5.8), we have

te[0,6

t
Pulizz o < IWiglzzzm + 1 | Weerwws)ldrlzzp
0
)
Slglae + [ Wi ()10 d
0

)
< llgla- + / ey g1z dr
0
< Nllae + 62 el gz < Nl + 672l

Finally, we estimate ||D531FUHL30L$E[O ) using the Kato smoothing estimate (The-

orem 5.7)

te[0,8

t
1D 0Tl pers | < 10:WeD gl ez + | / D0, Wi (i) |dr | e 1
0
)
< gl + / |02 WVAW e D* (i) g2l
0

Sl + | Jutalrzr
S gl + 6 uul pzay < gl + 8 |lullk-
We thus obtain the following estimate
ITullx < llgler + 8" |lullk.

Therefore, one can close the argument by choosing M large and § small, provided
that Tu € CYHE(]0,9] x R). We only prove the continuity at time 0. The proof is
similar for each time because of the group structure of W;. By the bounds above
and the continuity of W; in H®, we have

ITu(t) — gllzs < |Weg — gllas + tY2||u]|% — 0, ast— 0,
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which finishes the proof. Since we have proved the local wellposedness by a con-
traction argument, the method also implies continuous (Lipschitz) dependence on
the initial data.

Remark 5.11. Suppose that one proves existence and uniqueness in Bs which is
a fized ball in the space X. One can then easily extend the uniqueness to the whole
space X by shrinking time by a fized amount. Indeed, by shrinking time to &' we
get existence and uniqueness in a larger ball Bs/. Now assume that there are two
different solutions, one staying in the ball Bs and one separating after hitting the
boundary at some time |t| < §'. This is already a contradiction by the uniqueness
m Bg/ .

Finally, the H' a priori bound coming from the conservation laws extends this
local solution globally-in-time in H! as described in the previous section. We note
that the oscillatory integral method is very efficient on unbounded domains where
the dispersion is in full effect, and it has been applied to various dispersive models
with derivative nonlinearities, such as the generalized KdV equations, derivative
NLS equations, and Zakharov system; see, e.g., Kenig—Ponce—Vega [47, 50, 51].
As mentioned above, one drawback of this method is the fact that it relies on the
dispersive estimates that are not true over compact domains, in particular over
T. In the next section, we demonstrate a method that can be used to study local
well-posedness on both R and T.

5.3. Restricted norm method of Bourgain.

5.3.1. KdV on R. In this section we outline a method that was developed by Bour-
gain in [9, 7, 8]. For further applications of the method see also [48]. Let X*? be
the Banach space of functions on R x R (or T x R) defined by the norm

lallxer = € (r = €)7aE N2 = [W-st] -

Since the contraction argument will be in a time interval [—4, §] with § < 1, we also
define the restricted X space, X(‘;’b, as the equivalent classes of functions that
agree on [—d, 6] with the norm

lull o0 = o ]| .0

The contraction will be for the operator

t
Pu = n(t)Wiug — ﬂ(t)/ Wi—s(uuy)ds,
0

where 7 is a C§° function satisfying n(t) = 1,t € [—1,1]. Since § < 1, a fix point of
® gives us a solution of KAV on [—4,§]. We will only discuss the case s = 0, which
implies that the solution is globally defined for all times due to L? conservation.
Similar ideas can push the local well-posedness to any s > —3/4.

Lemma 5.12. For § <1, s,b € R, we have

In(O)Weuol| yz0 S lluol -
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Proof.
[n(O)Wiuol| 0 < [Win(t)uollxv = [IW—eWin(t)uoll gz mrp = Inllze llwoll s < luol|ars-

The first inequality follows from the definition of the restricted norm and the fact
that W; and n(t) commute. O

Lemma 5.13. For any b > 1/2, X** embedds into C(R; H®).

Proof. We will do proof for the real line, the proof is the same on the torus. By
Fourier inversion and then a change of variable we have

u(t,z) = //@(5, T)et T dedr
= / / (g, T+ €)e T dedr
= /e“TWthdT,
where @(5) = U(&, 7 + &%), Therefore for each ¢

full; < [ Wi e = [ Yo
= [t + €16 par

<) ez [, 7+ €)(€)° (s

S llullxse-
Continuity in ¢ follows from this, continuity of the linear group and the dominated
convergence theorem. O

Lemma 5.14. For any —1/2 <b <b<1/2 and s € R, we have

ol e S 6" ull o
Xé

s,b
X5

Proof. We will give the proof for 0 < b < b < 1/2. By duality this implies the
inequality for —1/2 <V’ < b <0 as follows

= < . S L 171 s
lullgor = s | Jusl = sw gl oo S 8l

lgll o _y= gl =
X; s X s

By combining these two inequalities we get the full range. To obtain the inequality
for 0 < b < b < 1/2, first note that by replacing u with J°u we can assume that
s = 0. Second, by definition of the restricted norm it suffices to prove that (by
taking infimum over @)

In(t/8)allxowr < 6" (|l xo..
Suppresing the @ notation, we have

ln(t/8)ull xor = lIn(t/O)W_sull 2 gror-

Therefore it suffices to prove that
1(t/6)F @)l o S N f e



DISPERSIVE PDE 51

Using (1) < (7 —m)? + (r1)?, we obtain (with - =b—b', - =b, - = 5+ —b,
1 _-1_ b)
a2 2

In(t/8) F )l o < IIn(t/8)T” fllzz + |1£ n(t/6)]] 2
< Nn(t/8) o [19Y fllzan + 1F e |77 0(2/8) | o
S e (In(/8) | er + 177 0(t/8)| )
SUF e (0770 + (/O] 3o
SO f e

In the last two inequalities we used Sobolev embedding. (]

Lemma 5.15. [30] Let —1 < <0 and b=10b'+ 1. Then

t
oo [ isPyas] o £ 1
0 X5 g

Proof. As before it suffices to prove the statement with X** norms. Note that

[ /Ot Wi Fis)ds| = [n /Ot W,SF(s)dsHH;th.

Therefore it suffices to prove that

o) [ 5635,
Writing

/0 tf(s)ds = / X[0,](8) f(s)ds = / Xjouy () f(2)dz = / eizf* ! Fl2)dz,

we see that the Fourier transform of the function inside the norm of the left hand

side of (5.8) is
/n(Tiz) dz—/|<1 />1

For the contribution of the first integral to the left hand side of (5.8) we use the
mean value theorem to get

<1 o (5:8)

S| @ s @]

o [ ]
H z]<1 1122 |7/ —7]<1

L2

—|lr) s @, /Z<1|f<z>dz

|7/ —7|<1

< / F)Pdz < £l
|z]<1
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For the contribution of the second integral we use the inequality (7)? < (7 — 2)°(z)?
and Young’s inequality to get

H<T>b/|2|>1‘L2 < H<T>b/ |ﬁ(7—z<)z>+ [1(7)] |f(z)|dz‘

7 — 29 — 2 (7 ~
§H/<< <>Z>717£b I ><I77>( )|)|f(z)|dzH 2

S KAl 12 Pl e+ 16l 2 [0

SNE" Tl + 12" Al el
The last inequality follows from the fact that —1 — b’ < —1/2. O

L2

2 S Mg

Remark 5.16. Note that for b =1/2, the proof above implies that

| [ s S W v+ 1 (5.9)

Lemma 5.17. For any b > % and by > 1/4 we have

|0z u

o0 S [lully

2||X o

Proof. Once again we can ignore § dependence and work with X*? norms. By
duality, it suffices to prove that

| / g0sddt] < [ul%o.s gl xosn.

Using the Fourier multiplication formula,

/fg=/fgv,

and renaming the variables, we write the left hand side as

‘ gﬁ(ﬁﬂ—) -G, T def‘ ‘/1+§2+§3 =0 €3u 5157-1) (5%7-2)@\(53’7—3)
R2 T1+712+73=0
Using the notation
fl(gaT) = f2(€a7—) = |a<£77—)|<7- _€3>b7
f3(€aT) = |./g\(_£a _T>|<T - £3>b1
it suffices to prove that
/ I€1f1(&m) fo(§ =&, — 1) f3(6,7)
(T =& — 1 — (§ —&)3)b(r — 3™

We claim that

dede drdr < H I fill2- (5.10)
=1

sup € / L d&idm < 1. (5.11)
er (=) ) (m =) (r — i — (£ &)%) ~
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By using the Cauchy-Scwarz inequality in &1, 7 integrals and using the claim we
estimate (5.10) by

[ ([ s —mdedn) s, ndedr

/ LR
< ([ semse e - mydgndear) " ( [ genear)” = 1115l

It remains to prove (5.11). Using the estimate (for b > 1/2)

1
/ dz < !
R (T — o) (x— B)* (a—p)%
in the 7 integral we bound (5.11) by

€]? 1
SEI}P (r—¢%)2n / (T — & — (E—&)3)2 SE (5.12)

Let z =7 — 5113 — (& - 51)3. Using

_ 3%+ \/35(47' — &3 —dx)

= w ’

&1

we obtain

dz = (3% — 6£&1)dé = £/3E(47 — €3 — dx)dé;.

Therefore, we can estimate (5.12) by

2
oup

1
e (T— &3 / <x>2b\/m |47 — €3 — 4| d

Using the inequality (for b > 1/2)

/ 1 el
R (z)204/|z — 3] ~ (B2

we obtain (for b; > 1/4)

ik .
-

O

We now run the contraction argument in Xg’b (with b > 1/2 and ¢ sufficiently
small) for the operator

t
Dy = n(t)Wiug — n(t)/ Wi_s(uug)ds.
0
Using the bounds in Lemma 5.12 and in Lemma 5.15, we have
1Pull o0 S lluollzz + [uws| xo.0-1.
Now, using Lemma 5.14 (with b3 > 1/4) and then Lemma 5.17, we obtain
[Pl o0 < [luollrz + 51*b*b1||u1tml|xg=*b1
< lluoll = + 67" flul 300
5

Therefore we can close the contraction for any b > 1/2, b > 1/4,1—b—b; > 0 by
choosing 6 = §(||uo|| Lz, b, b1) sufficiently small.
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5.3.2. KdV on T. In what follows we will consider mean zero solutions of the KdV
equation. This assumption can be justified as follows (we note that on R this idea
fails): Let u; 4+ Ugge + uu, = 0 with u(z,0) = ug. If we integrate the equation in
space we obtain & [ u(z,t)dr = 0 and thus

/Tr (e, t)da — /T o () da

Now set v(x,t) = u(x — ct,t) — ¢ and observe that if u solves KdV with initial data
u(z,0) = g, then v solves

V¢ + 2¢vy; + Vpgy + 00, =0

with v(z,0) = ug(x)—c. Since if we integrate in time we still have that d; [ v(z,t)dz =
0 we conclude that

/Tv(x,t)d;v:/TUO(m)dx: /Tuo(ac)dm—%rc.

But now we can pick the constant ¢ in such away that v has mean zero,

/Tv(x,t)dx =0.

Of course v doesn’t solve the original KAV anymore but the methods we are devel-
oping apply to the new equation step by step. The only differenence is that now
the multiplier of the linear group is k3 — 2ck instead k3. Notice that in all calcu-
lations that follow this replacement changes nothing. We start with the Strichartz
estimates on the torus.

Theorem 5.18.
i) [(Wigllea . S llgllze,

teT T

i) IWiglles .. S llgllae, for any e > 0.

teT ™Y

Proof. We will only prove ii). The proof of i) is simpler, see the remark below.

First assume that g = 0 outside [N, N]. We write

Wigllzs .= S G0h)alk)i(ks)500)302)30a)
Y kl,kQ,kge[fN,N]

J1,92,33€[—N,N]

o / it (KRS kS =333 —3) +i(ka +ho+hs —j1—32—35) gy .
T2

Performing the integration in x, ¢, we obtain

Wle =@ Y Gk03(k)3(ks) 5018 02)30s)
' K3+ kS +hG =33 +i3 453
ki+katks=j1+j2+7s

=20 > G(k)G(k2)g(ks)g(j1)7(j2)9(js)
e Ans
e atkakiks)|

P9 (ki1,k2,k3)€EA, 4
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where
Apg = {(k1, ko, ks) € [-N,NJ? s by + ko + ks = p, k3 + k3 + k3 = g}
We claim that for any € > 0, #4, ; S N°. Indeed, writing
q—p° = k3 K3+ k8 — (ly + ko + k3)® = —3(ky + k) (ka + ks) (k1 + ks),

we see that quantities k; + k; can take at most V¢ different values by using the
standard fact that the number of divisors of an integer N is at most N°€ for any
e > 0. Since the quantities k; 4 k; uniquely determine k1, k2, k3, we are done.

Using the claim and Cauchy-Schwarz, we see that

Wl <> S Flhatk)aks)l? > 1

P,q (k1,k2,k3)EAp q (K kb kL) EAL 4

SNY Y [ak)g(ka)g(ks)]?

Pq (k1,k2,k3)€Ap 4

=N° > 19(k1)g(k2)g(ks)|* = N<[|g||Z-.
(}{)1,]@2J€3)€[*N7N]3

For arbitrary g € H¢, we write
9= /g\(O) + Z 9n;
n=0

where §,,(j) = X[2n,2+1)(|7])9(j). Taking the LS, norm of Wig and using the
inequality above yields the statement.

Remark 5.19. In the case of L* norm the A, , set is defined as
Apq = {(k1,k2) € [-N, N kg + ko =p, k3 + k3 = q}.

Note that this set has cardinality at most 4.

Corollary 5.20. For any space-time function u and b > 1/2, we have

i) llullgs, . < llullxor,

i) ullzs , .. S llullxer, for anye> 0.

Proof. By Fourier inversion and then a change of variable we have
u(t,z) = //a(g, )T dedr
— //eit;;ﬁa(g,T+§3)€it7+im§d£d7_

= / eitTWthdTa
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where {b:(ﬁ) = (&, 7+ €2). Therefore,

fulles,.. < [IWebrlis, 7 S [ Iorllodr
= / Ha(g,7+§3)||L§dT
< Il 6,7+ € 2 e
< llullxo.
The proof of ii) is similar. O

We now present Bourgain’s refinement of the L* Strichartz estimate. This re-
finement allows us to extract a power of ¢ in the well-posedness proof.

Theorem 5.21. For any space-time function u

s . < lullo.ss.

Proof. Letu =" _ ugm, where tigm = UXom < (;_g2y<om+1. Note that by Plancherel

(o)
llleorss = 3 2273 e |3 - (5.13)
m=0
We write
lulZe = lwllzz, <2 > llugmtgmllzz =2 D [lugmugmsn|z2.
' m<m/ m,n>0
We will estimate
Jugmtuzmenlzz = iz * Ggmrnllz (5.14)
= H Z/@(hﬂﬁ)@(k — ki, T — T1)d7'1’ L
kl k,7

separately in the range |k| < 2% and |k| > 2°.

In the former case, for each |k| < 2%, we put the L? norm inside the sum and
apply Young’s inequality to obtain

@ + Gorrllzz < | /@(kmnm(k—kl,T—mdnHLQ
kl T

<> Mz (k) oo l[gmn (k = ko)l

k1
S 22N itz (k) 2 T (k = ki, )22
k1
1/2 . 1/2
<22 (3 fagm (ke ) (3 s (= k) )
k1 k1
= 2" 2jugn |z s 2,

,t
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Therefore, taking the Lfk‘ <9a OrM we obtain

a+m

iz gl 255 a2, gz (5.15)
In the latter case, we have
iz « i,
- o ) 1/2 1/2
< H(Z (g (kv 1) 2 Ggmrn (k — Ky, 7 — 71)] dﬁ) (Xm*xm+n(k,7)) P
> \T
k1

where X (k,T) = Xom<(r—k3)y<gm+1. Taking the supremum of the convolution out-
side the norm we obtain

iz * s,

- 1/2
< m # Xl 22 ||(D2 / [@am (kr, 70) Pl (= Ky, 7 = ) 2 )|
k1 ’
1/2
= X * xmenllis iz e e 12 -

To estimate the convolution, we write for fixed |k| > 2% and T,
Xm * Xm+n(k7 7—) = Z / Xm(kh Tl)Xern(kla T — Tl)dTL
k1

By the support condition on x,, and Xu,4n, We have
T1 :kf—f—O(Zm), T—T1 = (k?—k‘1)3+0(2m+n).

Therefore for each fixed ki, the 7 integral is O(2™). To calculate the number of
k1s for which the integral is nonzero, note that

7=k + (k— k1) +0Q2™") = k2 — 3kik + 3k2 = — + O(2™ "),

k
This implies that
2 T kz m+n—a
3(k1 — k/2) :E—Z+O(2 ).
Therefore, k; takes O(2w) values. Using this bound, we obtain
o 3mi4n—a
o Ty, S 22 e gz Jugnnllzz . (5.16)

Combining (5.15) and (5.16), and choosing a = ™+, we obtain

I + Tpillng, S 275 uar

L2, [[ugm-n HL?M :
Finally we estimate

a2 =2, <2 fuzmuzmen|
m,n>0

SO 278 T 2% lugm g2, 275 g2 .
n>0 m>0

By the Cauchy-Schwarz inequality in the m sum and (5.13) gives

lul2s < lulose 32278 < JulZoe
' n>0
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Unfortunately, for the H® local theory of KdV on the torus, the suitable space
is X®'/2 (to kill the derivative one needs to take b = 1/2). This space does not
embedd into C(R; H?). Therefore we define the space Y® via the norm

[ullys = lJullxsnrz + [[(R) u(k, 7)1 -
The restricted space Yy is defined accordingly.

Note that for each ¢,

luC )13 = D k) )P (k)> = > | /17(@’7)6“7617|2<k>25 < lul
k k T

2
Ys-

Continuity in ¢ follows by the dominated convergence theorem. Thus, Y* embedds
into C(R; H?).

We will present suitable versions of the lemmas in the previous section for the Y*
norms. As in the previous section, we will ignore the § dependence in the proofs.

Lemma 5.22. For any s real,

[n(t)Wegl

vy Slgllm:.

Proof. It suffices to bound the second part of the Y* norm.

[1Weg s 7)Y || o = (1807 = B3GRV S lllaze-
kT kT

To estimate the Duhamel term we introduce the “dual” space

lull ze = llull xo.-1/2 + [[@lk, 7) k)T = &%) " gz 1.

Again, Z3 is defined accordingly.
Lemma 5.23. We have

oo [ weesrias], <1

Zs-
Proof. We first estimate the X*'/2 part of the norm:
t t
O [ W Fs)s| = t/W,SF ds|
o [ wiesrras] = o) [ wepas],

= [ln0 /Ot [W_,F(s)] (R)ds(k)*

1/2°
e

Using (5.9),

| [ s S W v+ 1

we estimate this by

|V F@ER 0222+ IW=F O 0 7 (7 = 1]

Zg-
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To estimate the other part of the Y* norm, define D(z,t) = n(t) fot Wi_sF(s)ds.
Recall that

ﬁ(k,r)z/%_z_kg) T =K B 4 13 k).

1z
Using this we estimate

R [ e | LGRS

%
s || [ B G K mi], <
k

We obtained the second line by considering the cases |z| < 1 and |z| > 1 separately.
In the former case we used the mean value theorem. O

Theorem 5.24. Assume that u is a space-time function of mean zero for each t,
then for s > —1/2 we have

102 ()| ze < llullxcenrzullxenss.

Proof. We will give the proof only for the range s € (—1/2,0]. The proof is easier
for s > 0. We start with the first part of the Z® norm:

10 (u2) | o1z = | / wd,udtda

HWHX s 1/2 1

= sup ] 3 / k@i, 1) (ka, 72) @ (ks, 7))
lwll y—s,1/2_, k1+ko+hy=0" T1+T2+73=0

Using the notation
fik,m) = falk,7) = [k, 7)[ (k)" (r — k*)"/2,
fa(k,m) = |@(—k, =)| (k) =% (r = k*)1/2,
we estimate the right hand side by

Z / (k)2 fi(ky, 11) fo (K2, 72) fa(ks3, 73)
ritratrs=0 (K1) (ko) (11 — k$)1/2(my — k3)V/2 (75 — E3)1/2

(5.17)
ki4+ko+ks=
Note that because of the mean zero assumption k; # 0 in the sum above. We
continue by estimating the multiplier, setting s = —p € [0,1/2),
(k1)P (ka)? (k3)' "
(11 — K3)1/2(ry — k3)1/2 (5 — k3)1/2

Notice that

— k2 — K s — kS = (k1 + k2)® — kY — kS = Bkika(ky + ko) = —3k1kaoks.
Therefore (using k; # 0)

max((ry — k7). (r2 = k3), (3 — k3)) 2 (kr) (ka) (ks). (5.18)
Assume that the largest one is (71 — k3), the other cases are similar. The multiplier
is estimated by (using k3 = —k1 — k2)
(ks)2 =" < 1
(e ()52 — KE)2(ra — )12 (2 — K2 — )12
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Using this in (5.17), we obtain

(5.17) < /
k1+kzz+k3:0 T1+T2473=0 (19 — k§’>1/2<7—3 _ k§>1/2

_ f_l(fl)f_1(<7_ _J;j3>1/2>]-'(<7 _J;g>l/2)dxdt

TxR

Here we used Fourier multiplicatioin formula and the convolution structure. By
using Holder and then Theorem 5.21, we estimate this by

Hf%fﬂquLF](<r_ﬁ%L@) L f(Qr_ﬁng)!H

F ((7-—fk23>1/2) on,1/3

= llullxszllull xssllwlx-ca/s <lullxsellolxaslwllx-s1:.

S [fallze

X0,1/3

We continue with the second part of the Z° norm. Using duality we write

V50, u2 k,7)
H (T — k3) 2L
< sup / (ka)' ok, m)|[u(k2, 72) |[w(ks, 73)]
0l 2 .20 =1 o 14T kg ¥ T2+ T2 +T3=0 (13 — k3)

(k)5 f1(ky, 1) fa (o, o) |w(ks, 73)]

= sup / B 3 s
H“’”eiLgO:l k1+k2z+k320 T1+72+713=0 <k1> <k2> <T1 - k%>1/2 <T2 - k§>1/2<7—3 - kg)

with f; and fy as above. By symmetry, we have two cases to consider.

Case 1) max ({11 — k3), (ro — k3), (T3 — k3)) = (11 — k3).
Using (5.18), the multiplier is bounded by

(k) # < L )
(k1)2+e (ko) 2o (mo — k)12 (g — k) ™ (2 — k3)V/2 (75 — K3)

Using this bound as above we estimate norm in this case by

- f2 |w]

su F 1(7>H ’F(i)H
lllg 0 =1 s (= k)12 lixoarall” \(7 — £3) /llx0.1/5

ko7

w

= ||u s, u 5,1/¢ su = 573

-l 5w |l o—ars o

EkLgo

S lullxsarellull xsise.

In the last line we used Holder’s inequality in the 7 variable.
Case 2) max ({11 — k3), (ro — k3), (T3 — k3)) = (13 — k3).

Using (5.18), we estimate
(r3 — k3) 2 (k) (ko) (ks) 2 (ks)®.

Therefore we have
—s s —s —s —s 1+s
(3 — k3) = (r3 — k3) 75 (r5 — K3)1FS 2 (ka) 75 (ko) ™% (ks) 5 (s — k3) + (k3)?)
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Using this, we estimate the multiplier by
< k3>1+2s
(= K92 (e = B2 (s — I8) + (ke)2)

Using this as above (switching the roles of f; and w), we bound the norm by

1 1 5 w(k, T 1+2s
o O o o) NP
<k>1+2$

((r—k3) + (k)2)'

S el xsarzllullxanss-

2
Lk,r

S lullkas

£oL2

The last line follows from the inequality (using s > —1/2)

1 1
- - < -
(/ww@w“”h”wm”ﬂ
O

Corollary 5.25. Let § € (0,1). Assume that u is a space-time function of mean
zero for each t, then for s > —1/2 we have

10z (u?)]

1_
2 S 85 Ul

We are ready to run the contraction argument. Using Lemma 5.22, Lemma 5.23,
and Corollary 5.25, we have

1_
I1Pullys S lluollse + 65 ullzn/a:

Thus, one can close the contraction in the space (with M = M (||lug| g:) and § =
(M)
X = {u: Jully; < M}.

5.4. Differentiation by parts method on T. We pressent below an alternative
method for proving local and global well-posedness for L? data on T. The method
can be summarized as changing variables and differentiating by parts in the time
variable. This eliminates the derivative in the nonlinearity by replacing it with
a higher order pure power nonlinearity. One has to be careful with the resonant
terms and do the differentiation by parts twice for this method to work. Moreover
to close the contraction we will consider high and low frequencies separately. As
in the previous section we will work with mean zero initial data. The idea of what
follows is essentially in [2]. See also [25].

Using the Fourier series representation
u(z,t) = Z ug (t)et®
k€Zo
with

ug = u(k) = —/ u(t, z)e” " dx

2 J_,



62 N. TZIRAKIS

write KdV,
Up = Uggy + Uy,
on the Fourier side as
ik ,
Orup, = 5 Z Uk, Uy — ik uy,.
ki+ko=k
Then, using the identity
(ky + ko) — k3 — k3 = 3(k1 + ko) k1Ko,
and the transformation
.3
vg(t) = uk(t)elk ¢
the equation can be written in the form
8tvk = 5 Z EZSkklet’Ukl’UkT (519)
k1+ko=k

Integrating both sides in ¢, we have

t .
vg(t) — v (0) = % Z eiBkkikasy, ., ds. (5.20)
O % kyitko=k

From now on we say u is a strong solution of KdV on [-§, §] if u € C([-46, §]; L*(T))
and if for each k € Z, t € [9, ], vk (t) = ux (t)e*’t satisfies (5.20).

Remarks. i) Solutions as defined above also satisfy (5.19) for each k and t.
Moreover, we have the following bound

sup |Oyvi| S |K|
te[—4,0]

with the implicit constant depending only on ||UHL[035.5] L2

ii) Below, we will perform the differentiation by parts process. For any given
solution, v, the bound on d;vj, suffices to justify this process. Therefore any given
solution is also a solution of the integral equation (5.25) below. Indeed, it suffices
to check that for each k, one can change the order of sum and differentiation, which
follows from the bound above and the mean value theorem.

Since e3Fhkat = g, (glr—e¥FRih2t) differentiation by parts and (5.19) yields

e3ik‘k1k2tvk1 vkz ) _ llk
3ikk Kk 2
k1+ka=k 12 k1 +ha=Fk

eSikkl kot

mat (VK Vk,)

1
Dy = 8t(§ik

e?)ik?klkztvklvkz ) 1 e3ik}k}1k2t

Fiks )8 A iy (ke Okt
k1 +ha=F 12 Bitha=k 172

1
= -0,
6
Note that since vy = 0, the terms corresponding to k1 = 0 or ko = 0 are not actually
present in the above sums. The last two terms are symmetric with respect to k
and ko and thus we can consider only one of them. Using (5.19) we have

eBikklkzt eSikklkgt

1 .

3itkopu
W”’“aﬁ% — 3 > T“’“( D e v““)
kithko=k 12 k=k1 +ks ! pit A=



DISPERSIVE PDE 63

_ Z Uki OuON _3it[kkey (u4-2)+1A (4]
2 k1
k=ki+p+X

We note that p + A can not be zero since p + A = ky. Using the identity
kki 4+ ph = (k1 +p+ Nk1 + pA = (kr + p) (k1 + )

and thus by renaming the variables ko = u, ks = A, we have that

€3ikk1k2t 7; eSit(k1+k2)(k2+k3)(k3+k1)
- Vg 8t’l)k = — Vi, Vko Uk -
klkg 1 2 2 1 2 3

k1
k1+ko=k k1+ko+kg=k
ko+ks#0

All in all we have that

1 7
O (vk - GBg(v,v)k) = —6R3(1)7v7v)k

where
3ikk1 kot
e Uk, U
Bs(u,v)y, = o
K1k
k1+ko=k
and
eSit(k1+k2)(/€2+k3)(’€3+k1)
Rs(u,v,w) = 3 Ukgy Vkoy Wy -
ki+kothkg=Fk 1
ko+ks#0
Now let’s single out the resonant terms for which
(k1 + ko) (ks + k1) =0 (5.21)

and write

R3(U7 U7 U)k = R37‘(’Ua Ua U)k + R37LT(U’ Ua U)k‘

where the subscript r and nr stands for the resonant and non-resonant terms re-
spectively. Thus,

Tr

’Ukl ’UkQ 'ng
R3T(U7v7v)k = E

k1
ky+kotkz=k
ko+ks#0
and
nr eSit(k1+k2)(k2+k3)(k3+k1)
Ry (v,0,0) = E 2 Uky Vky Vks »
1

k1+ko+ks=k

where Y™ means that the sum contains only the terms with non-zero exponents.
Similarly, >." means that the sum contains only the terms with zero exponents.
The set for which (5.21) holds is the disjoint union of the following 3 sets

51:{k1+k2:0}m{k3+k1:O}C>{]€1:7k, k‘gzk, kgzk},
Sy ={ki+ ko =0} N{ks + k1 # 0} & {kr = j, ko = —j, ks =k, |j| # [k},

Sz ={ks+ k1 =0} N{k1 + ke #0}} & {k1 =j, ko =k, ks = —j, [j| # [k|}.
Thus

3
Vi1 Vko Vksg V_ UV V;V—j V;V—j
Rs-(v,v,0) = E E - = - + v E =L+ E -
— 1 - ‘ J ‘ J
A=1 Si ‘IJEZO _JEZO
|71#1K] |71#1K|
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Note that the second and third terms in the sum above are identically zero due to
the symmetry relation j <> —j. Thus

v
R3’I‘(U7 v, U)k = _?‘Uk‘Za

where we used v_;, = U;. We obtain
1 i i
O | v, — =Ba(v,v = —ug|vg|? = = Ranr (v, 0,0).
t( kTS 2( )k) ok k|| 6 3nr ( )k
Since the exponent in the last term is not zero we can differentiate by parts one
more time and obtain that

nr e3it(k1+kz) (k2 +ks) (ks +k1)
Rapr(v,0,0) = A Uk Vky Vg =
ko +ha kg =k !
1 1 nr e3it(k1+k2)(ka+ks)(ks+k1)
fatB?)(Ua’UfU)k: - 5 X
3 31 k1+k§k3=k kl(kl + kQ)(kQ + kg)(kg + kl)
(at’l)klvk2vk3 + aﬂ}kz Vg, Vs + OtkaUklvk2)
where
nr 3it(k1+k)2)(’€2+k3)(1€3+k}1)
(&
BS(uaU7w)k = Z Uk, Uiy Wk -

bt B (R k2) (ke o+ k3) (ks + k1)

As before we express time derivatives using (5.19). The terms containing d;vk, and
Oyvy, produce the same expressions and a calculation reveals that

nr e3it(k1+k2)(ka+ks)(ks+h1)

> x
ot LR+ E2) (k2 + k3) (ks + k1)

(OpUk, Vioy Uiy + Ot Vky Uky Vky + OpUky Uky Uiy ) = 1B (v, 0,0, 0)p
where )
1 2
B4(U,’U,’Uj, Z)k = §B4(U,U7w, Z)k + B4 (U,’U,’UJ, Z)k'
From now on Y. means that the sum is over all indices for which the denominator
do not vanish.The term corresponding to O,vg, is
* et (ki,ka k3 ka)

B} (u,v,w, ) = Z
1 gt e a e (k‘l + k‘g)(kﬁl + k3 + k’4)(k‘2 + k3 + k4)

Uk, Uy Why Zhy »

and the sum of the terms corresponding to 0,vk, and Opvg, is

* eitzp(kl,kg,kg,k4)(k3 +k‘4)
ki(ki + ko) (k1 + ks + ka) (ko + k3 + ka)

Bi(uavawwz)k == Uy Viy Wk 2k y -

ki+ka+kz+ki=k
The phase function v will be irrelevant for our calculations since it is going to be
estimated out by taking absolute values inside the sums. Hence for R, (v,v,v)
we have:

1 1/1
Rspr(v,0,0) = E&Bg(v,v,v)k —3 <23i(v,v,v,v)k + Bz(v,v,v,v)k> .

If we put everything together and combining the two By terms in one we obtain

. 2 .
weloel” 7 g ) (5.22)

Ou(vx = Bv) = = 18
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where
B(v) 1 eBkkikatyy ay, 1 Z*: eiS(kl+k2)(k1+k3)(k2+k3)tvk1,Ukzvka
V) = —= N
6 ki+ka=k feiks 18 ko +kothks=k kl(kl + k2)(l€1 + kg)(/ﬂz + k3)
By(v)k = ! 2*: e (kkaska ka)t (D 1 9Ky 4 Ky Uk, Upy Uks Vky

kot e sk k(K1 + ko) (k1 + ks + ka) (ko + ks + k4)

Integrating (5.22) from 0 to ¢, we obtain

wlt) = ul0) + B0 - B0+ [ (P B e (6:29)

Note that if we integrate the original equation (5.19), we obtain

t -
k .
vg(t) = vk (0) + “ Z ei3kkikasy, . ds. (5.24)
O 2
ki+ko=k
Fix N large to be determined later. Define the operator T' as follows

T(0)4(t) = { u(0) + B(v)(t) — B(w)(0) + f1 (2ol 1 5B, (0),)(s)ds k] > N

ti i s
0)+ [, & D stk € FFR2 0 vy, ds k| <N
(5.25)
Proposition 5.26.
1
1BOe, ., S w7 (vl + [10liz) (5.26)
[Ba@)llez, _ S llv ||e2 (5.27)
’Uk|’Uk|

—0 S Hvllza (5.28)

H kol ™~ N
[e > ekt v, < N2l (5.29)

k1t+ko=k [kIsN

Using this proposition, we now prove that T is a contraction on
X ={veC(-405;07): ||'U||L<[>35Y8152 < M},
where N, M, § depends on |lug||z2. Indeed,

ITvllLee, ez < l0(0)]]22 + g+l

[=4,4]

)

3 3/2 2
Fozlole, o +6\|v||Lmez + N oll2 e, o

1
N1/4 (” ||L

First choosing M large depending on |lug|/zz, then N large depending on M, and
finally ¢ small depending on N and M, we see that T is a contraction on X. This
gives us a unique solution in X and continuous dependence on initial data for the
equation Tv = v. Note that the smooth solutions of KdV, which exists by the
Bona-Smith method presented above, also solves this equation by the remark in
the beginning of this section.

Given L? initial data, v(0), we need to prove that the solution, the fixed point v
of T, also solves KdV. To do this, we approximate v(0) by a smooth sequence, v,,(0),
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and obtain the corresponding solutions v, of KdV. Since v,, also solve the new equa-
tion, by continuous dependence on initial data v,, converges to v in C([—6, d]; ¢?).
Therefore, for each fixed k, taking the limit as n — oo in (5.24), we see that v also
satisfies (5.24), and is a solution of KdV.

We now prove the uniqueness of the solution of KdV for a given initial data in
L?. Let v1,vo € C([—6,6]; L?(T)) be two solutions of KAV with the same initial
data. By the remark in the beginning of this section, v; and vy are fixed points of
the equation Twv = v. Therefore, v; = vs.

Remark 5.27. Uniqueness as it is proved above is known as “unconditional unique-
ness” in the literature. Note that the methods used in the previous two sections give
uniquness only in a proper subset of C([—6,0], H®).

We now prove Proposition 5.26.

Proof of Proposition 5.26. We start with (5.26). For |k| > N, we have

|B(v)k|§% DL L B o /1 OO Ty

1/4 3/4
ki1+ko=k |k2‘ N ki+kotks=k |k1‘|k2|

The first one follows assuming by symmetry that |k1| = |k|, while the second follows
using

(k1 + ko) (ky + k) (ko + k3)| 2 max(|ky, [k, [ks|) 2 [ka| /K[,

Taking the ¢2 norm, we have

1B H| P L el
s S NI Ty N1/4 ERNCRE
R e IR Ll W e
1
< W(nvnzz v ||v|\ifz),
where we used Young’s inequality and Cauchy-Schwarz inequality.
The inequality (5.28) is immediate since ¢2 C £°°.
To prove (5.29), we note
[ >0 ek vy, Slloxvllesllkle, S N*jolE
ko +ka=k KI<N
It remains to prove (5.27). We estimate By as
|B4(’U)k| SJ Z |Uk1Uk2Uk~3’Uk4‘

Ky kot R kak |k + ko|k1 + ks + kal|ka + ks + Ea|

*
|U’€1 VkyVks Vky |

+ .
‘k1||k1 —|—k2‘|]€2 + k3 +l€4|

ki+ko+ks+ka=k
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We will estimate the first line, the same method works for the second one. By
duality it suffices to estimate

*
|Uk1 Vky Vks Vky | |h/€1 +kotkstka |

sup
Irlle2—1 1y 1y oo ka |k1 + kz”kl + k3 + k4||/€2 + k3 + /€4|

*

*
< sup |UI€1U/€4| )1/2 Z |vk2vk3||hk1+k2+k3+k4‘)1/2
T lllaes Sy T e R R2l[R1 A ks A K ko + k3 + ka

4
S vl
The estimate for the first sum follows by summing in the order ko, k3, k1, k4. For
the second we sum in the order ki, k4, ko, k3. O

k1,k2,k3,ka

5.5. Nonlinear Smoothing. As we demonstrated, the restricted norm method
is usually very efficient when one is treating dispersive PDE with nonlinearities
that involve derivatives. For equations like the NLS where the nonlinearity is a
simple monomial other methods work equally well. An example can be given by
considering the classical Strichartz estimates. But for many applications it is useful
to study the regularity properties of the equation in more details. One such instance
is when one tries to prove that the nonlinear Duhamel term is in a smoother Sobolev
space than the initial data (recall that the linear evolution is usually unitary on
Sobolev norms so the full solution cannot lie in a smoother space). To prove such
a statement one can implement again the X*° method. In these notes we show
how these estimates work in a simple example. In the next section we discuss the
initial and boundary value problem (IBVP) for dispersive PDE. As an application
we should mention that one can use these smoothing estimates to obtain persistence
of regularity and uniqueness of solutions for rough initial data for IBVP on the half
line. In the case of IBVP we will see that uniqueness is not straightforward.

To prove the first smoothing result we reproduce the argument in [27]. We start
with the cubic NLS on the torus.

iUy + Ugg + [ul*u=0, tcR, zeT,

with initial data in H®, s > 0. By similar methods we can of course establish local
well-posedness in the corresponding X space:

lall -0 = [[a(r, k) (R)* (7 = K*)° | L2 s -

Writing
[uPu(k) = D A(k1)a(ks)a(k — k1 + ks)
k1,k2
= lul3at) ~ [@EIPA0) + Y ARG~k + )

k1#k,ka#k1

= 0)I33(8)  [3(0) a() + R(a)(8)

=: Pa(k) + p(u) (k) + R(w)(k).

It is easy to see that the inverse Fourier transform of the first two summands are
in X% 1 if 4 is in X*®. The local well-posedness in X*° for s > 0 and b = %Jr
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follows from the following lemma in a standard way as above. We should note that
the X*° method is modified by introducing the factor P in the definition of the
norm. This substitution does not alter what follows.

First recall the following notation (look at the exercises for details)

1 1, 8> 1,
¢p(k) == "~ log(l +(k)), B=1, (5.30)
In|<[k| (k)1=5, B8 < 1.

Proposition 5.28. For fized s > 0 and a < min(2s,1/2), we have
[ R(u)|| xstan-1 < [Jull %o

provided that 0 < b — 1/2 is sufficiently small.

Proof.
||R( ” H <k>‘s+a (k‘1,7‘1) (kgﬂ'g)ﬂ(k‘—kl-f—kzﬂ'—ﬁ +T2) 2

Xstab-1 = (r— k2>1*b 022

T1,7T2 k} 7516 k?g;ékl kT
Let
f(k,7) = [a(k, 7)[(k)*(r — k2)°.
It suffices to prove that
2
H/ M (ky, k2, k1,72, 7) f (R, 71) f (h2y 72) f(R =ik, T=matm) |, S 1£13,
T1, kT

T2 k17’51€ koF#k1

where

M (kq, k2, k, 71,79, 7) =
(k) *e (k) ~>(ka) "k — k1 + ko)™
(T — k)1 — k) (1 — k(T — 11 + 72 — (k — k1 + ko)2)b"
By the Cauchy—Schwarz inequality in 7y, 7o, k1, ko variables, we estimate the norm
above by

(5.31)

5up / Z(kl,k%k’ﬁ,ﬁﬂ'))x
T1,T2 kﬁék ko#k1

H/ Z F2(ky, 1) f2 (ko 72) f2(k — by 4 ka2, 7 — 11 + 72)
T1,

T2 |y ko

1L

Note that the norm above is equal to || f2 x f? % f2 which can be estimated

ley -
by ||f]|S by Young’s inequality. Therefore, it suffices to prove that the supremum
above is finite.

Using the exercises and integrating the 71 and 7 integrals, we obtain

2 (k)220 (k1) %% (ko) "2 (k — k1 + ko) ™>*
SUP M~ < sup <7. _ k2>272b<7. — k2 k2 — (k’ — ki + k )2>4b71
T1,T2 kﬁék ko # k1 BT kytk katkn 1Tk, 1+ K2
< “ <k>2s+2a<k1>_28<1€2>_28<k _ kl + k2>_2
~ P (K2 — k2 + k2 — (k — oy + kp)2)2—2b

k1#k,ka#k1
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The last line follows by the simple fact
(T —=n){Tr—m) 2 (n—m). (5.32)
Since we have only the nonresonant terms, it suffices to estimate

<k>25+2a<k1>725<k2>72s<k — ki + k2>72
Z (k — k1)2720 (kg — ko)2—2b

k1,k2
To estimate this sum we consider the cases |k — k1 + k2| 2 |k|, |k1] = |k|, and
(k2| 2 [kl

In the first case, we bound the sum using the exercises (see also Lemma 6.8 in
the next section) by

Z <k.>2a<k;1> 2$<k;2 Z ¢25(k‘1) <1
ooy BP0k — k)27 A (ke — kl 2 2 (fy)2202s

provided a < min(2s,1/2) and 0 < b — 1/2 is sufficiently small.
The third case is similar.

In the second case, we similarly bound the sum by

<k,>2a
g;z (k —k1)2720(ky — ko)2~20(k — ky + ko)25 (ko)?®
Z <k>2a
N7 (= k)22 (k= k)2 (ke — ko hg) 2 ()2
<k>2a
+ kzk: k—ky)2-25(k — kyp)2-20(k — ky + k2>25<k2>

2a—4-+4b ¢2.s(k2)
’S <k> ¢ +Z k k2 2 2b k >2s+272b ’S L.

O

This lemma also implies the following smoothing statement for NLS. We decom-
pose the solution as

u(z,t) = ' Ps=+Plg L N (1),

o b

where P = Hs;\l . Here N is the nonresonant part of the nonlinear Duhamel term
of the solution that is

N(z,t) = /Ot ! OzatP)(t=9) (p(u)(m, s) + R(u)(z, s))ds.

We first note that

e ||Hs+a=¢2|u B2t < lulye, (5.33)

for 0 < a < 2s. We thus have the following;:



70 N. TZIRAKIS

Proposition 5.29. For fized s > 0 and a < min(2s,1/2), and for |t| < § we have

1Oz u 2/n
||u(t) — HOzatllu(0)l13/ )tu(0)||Hs+a < ||u||§(;b

provided that 0 < b — 1/2 is sufficiently small. Here [—6,0] is the local existence
interval.

6. INITIAL AND BOUNDARY VALUE PROBLEMS

We now turn our attention to dispersive PDE with non-homogeneous boundary
conditions. We consider the case of the half-line, mainly for two reasons. Firstly
because the theory is much harder for PDE posed on bounded intervals with general
boundary data. And secondly because in the case of the semi—infinite line we can
reformulate the problem appropriately and use the dispersive properties of the
equations. More precisely we can use the powerful tools from Fourier Analysis that
we have developed in previous sections. We should also note that the problem is
much easier if one has zero Dirichlet boundary data but we cannot cover all the
different cases in this short section. The easiest problem to consider is the cubic
NLS. For the initial and boundary value problem (IBVP) for the KdV equation the
reader can consult [13], [41], and [5].

We remark from the beginning that we cannot describe within the limitations of
a short course all the methods that have been proposed in the past to resolve these
problems even on the half-line. See for example [29] for the analysis of initial and
boundary value problems that are based on complete integrability techniques. In
this section we only present the aspects of the theory that are connected through
the Fourier techniques that have been already presented in these notes.

We begin by studying the following initial-boundary value problem (IBVP)
iUy 4 Uge + MulPu =0, Rt R, (6.1)
u(z,0) = g(z), u(0,t) = h(?).

25+

Here A = 1, g € H*(RT) and h € H 5" (R*), with the additional compatibility
condition g(0) = h(0) for s > 5. The compatibility condition is necessary since the
solutions we are interested in are continuous space-time functions for s > %

The term that models the nonlinear effects is cubic and the equation can be
focusing (A = 1) or defocusing (A = —1). Nonlinear Schrédinger equations (NLS)
of this form model a variety of physical phenomena in optics, water wave theory and
Langmuir waves in a hot plasma, [70]. In the case of the semi infinite strip (0, c0) x
[0,T7, the solution u(z,t) of (6.1) models the amplitude of the wave generated at
one end and propagating freely at the other. For an interesting example of such a
wave train in deep water waves, see [1].

Our intention is to study this problem by using the tools that are available to us
in the case of the full line. In this case the equation is strongly dispersive, and it
has been studied extensively during the last 40 years. We use the restricted norm
method (also known as the X ** method) of Bourgain, |7, 8], modified appropriately.
The idea to use the restricted norm method in the case of IBVP with mild nonlin-
earities comes from [13]. Their paper introduced a method to solve initial-boundary
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value problems for nonlinear dispersive partial differential equations by recasting
these problems as initial value problems with an appropriate forcing term. This
reformulation transports the robust theory of initial value problems to the initial-
boundary value setting. The problem they considered was the Korteweg-de Vries
equation on the half-line. In this case to recover the derivative in the nonlinearity
one has to use the cancelations of the nonlinear waves that are nicely captured by
the X*® method. The idea of reformulating the problem as an initial value problem
with forcing was applied in the case of the NLS with a general power nonlinearity
in [39, 40]. The difference is that one has to use Strichartz estimates which are
appropriate for dispersive equations with power type nonlinearities. For NLS on
R™ the Strichartz estimates give sharp well-posedness results. One can also use
more standard Laplace transform techniques to study (6.1), see e.g. [6]. This is
based on an explicit solution formula of the linear nonhomogeneous boundary value
problem

iug +uze =0, ©€RT teRT, (6.2)
u(z,0) =0, wu(0,t) = h(t).

which is obtain by formally using the Laplace transform. One then can use Duhamel’s
formula and express the nonlinear solution as a superposition of the linear evolution
which incorporates the boundary term and the initial data with the nonlinearity.

In this note we thus combine the Laplace transform method [6] with the X*?°
method [7] to prove that the nonlinear part of the solution is smoother than the
initial data. More precisely, we prove

2541

Theorem 6.1. Fiz s € (0,3), s # 1,2, g € H*(RY), and h € H 3 (RT), with
the additional compatibility condition g(0) = h(0) for s > L. Then, for t in the

2
local existence interval [0,T] and a < min(2s, 5,5 — s) we have

u(w,t) = Wy(g,h) € CYHIT([0,T] x RY),

where W{ (g, h) is the solution of the corresponding linear equation (6.1) with A = 0.

We should note that the nonlinear estimates that are required to prove the above
theorem also prove that the IBVP is locally well-posed in H* for s € (0,3), s # 3, 3.
In particular we have the following Theorem:

Theorem 6.2. Fizs € (0,3), s # 1,3, Then (6.1) is locally wellposed in H*(RT).

As we have discussed above, it is usual practice in the theory of nonlinear PDE to
first try and find the right Banach spaces that the solutions live in, and then prove
nonlinear estimates in these spaces. This process at the end delivers the solution
of the IBVP as a fixed point of a nonlinear solution map (Duhamel’s formula).
The selection of the spaces is dictated by the linear estimates since we recast the
equations as a perturbation of the linear evolution. Thus for ¢ € H*(R™) and
he H*T (RY), with the additional compatibility condition g(0) = h(0) for s > 1,
we are looking for a solution

we X*N(R % [0,7)) NCPH(0.T) x R) N COH, * (Rx [0,7)).  (63)
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It is a well known fact that (see (6.12) below for the definition of the X** norm)
ue X*PR x [0,T]) C CYHE([0,T] x R)

for any b > % However, to close the fixed point argument we need to take b < %
For this reason we need to prove the continuity of the solution directly via additional
estimates for the linear evolution W (g, h) (corresponding to (6.1) with A = 0). The
reader should keep in mind that we estimate two distinct linear processes. One is
the usual solution of the free Schrodinger equation with initial data g which we
denote by Wgg and the other is the linear solution, W(}(0, k) to the IBVP (6.2).

We define H*(RT) norm as
9l i7s m+) := inf{HgHHs(R) cg(x) =g(z), 2 > 0}.

Note that we have ||¢/[| g=-1r+) < [|g]|lg=r+)- If g € H*(RT) for some s > %, take
an extension § € H*(R). By Sobolev embedding g is continuous on R, and hence
9(0) is well defined. We have the following lemma concerning extensions of H*(R™)
functions.

Lemma 6.3. Let h € H*(RY) for some —% < s < 2.
i) If =5 < 5 < 3, then [[X(0,00)Pll ) S Il oty
i) If § < s < 5 and h(0) = 0, then ||x(0,00)hll zr=®) S Ihll e mty-

The proof of this Lemma is essentially in [13]. We can summarize here a different
proof by observing that the first part follows from the weighted L? boundedness of
Hilbert transform and the fact that (£)?* is an Ay weight for s € (—%,3). As for
the second we note that, since h(0) = 0, the distributional derivative of x (9, is

X(0,00)1, and then we can use i).
To construct the solutions of (6.1) we first consider the linear problem:

iug + Uz =0, ©€RT R, (6.4)

2541

u(z,0) = g(x) € H*(RT), u(0,t)=h(t)c H 1 (R"),

with the compatibility condition h(0) = g(0) for s > %. Note that the uniqueness of
the solutions of equation (6.4) follows by considering the equation with g = h =0
with the method of odd extension. We now construct the unique solution of (6.4),
that we denote by W{(g, h), for ¢ € [0,1]. Note that

Wi (g, h) = Wo(0,h — p) + Wh(t)ge,

where g. is an H* extension of g to R satisfying ||gellzs®) S 9]l g+ w+)- Moreover,

p(t) = n(t)[We(t)gel|,_»

2s+1

which is well-defined and is in H ™1 (R*) by Lemma 6.5 below and 7(¢) is a bump

function. The properties of the free Schrodinger evolution are well known. To un-

derstand the first summand, W{(0, h), consider the linear boundary value problem
2541

(6.2) with h € H* (R*).
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To find analytically the solution W{(0, h), recall that for a suitable function f(t)
the Laplace transform is defined for s > 0 as

L)) = [ T ettt

0
and we have the inversion formula

f(t) = lim (1, / Umz:(f)(s)estds>

27 Jo—iny

for t > 0 and |f(t)| < eM? for some positive real number M and o € R such that
o > M. If we take the Laplace transform with respect to ¢ in equation (6.4) we
convert the linear initial and boundary value problem to the following one parameter
second order boundary value problem

isLu(z,s) + (Lu(x,s))ze =0, (6.5)
Lu(0,s) = L(h)(s), Lu(+oo,s) =0

where L(u)(x,s) is the Laplace transform of u(z,t) and s > 0. To solve this
problem we try the the solution

L(u)(z,s) = e L(R)(s)
and obtain the algebraic equation
is+a?=0
for Ra < 0. If we invert, we formally obtain

o+100
u(z,t) = L/ L(h)(s)e e ds

2'/Tl —i00

for z, ¢ > 0 and o > 0 fixed. If we let 0 — 0 (and substitute s = i) we obtain
with —f+a? =0, and Ra <0,
1 e . )
u(w, t) = o— / L(h)(iB)ePte Pz gp,
u — o0
For 8 > 0 we solve for « = —+/f and for 5 < 0 we solve for a = iy/—. Then

u(z,t) = / L(h zﬁ)zﬁt“ﬁldﬁ—k—/ L(h)(iB)e e VP dp =

/ £ Zﬁ —ift fodﬁ—i— / ,C Zﬁ) i3t —fwdﬁ

and by the substitution 5 — 32 we obtain the representation
1 [ 02\ —iB%t iB 1 [ 02\ B2t — B
=— BL(h)(—ip%)e™ " *eP*dp + — BL(K)(i%)e'” e PdB.
T Jo T Jo
It is now clear that we can write the solution as W{(0,h) = Wih + Wah, where

WmWJ%:%/me”ﬁ”mwmfﬁw@ (6.6)
0

™

I%mawzlfmwﬁ”%MﬁMﬂ (6.7)
0
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Here by a slight abuse of notation

h(&) = F(X(0,000h) (&) = / h e "Sh(t)dt. (6.8)

0

By a change of variable and Lemma 6.3, under the conditions above we have

\/ | R d8 S I oomhl 2 gy S B2 - (69)
This simple calculation is used repeatedly in what follows.
Note that Wy is well-defined for z,t € R. We also extend W5 to all z by
Wah(o,t) = = [ "5 () (), (6.10)

where p(x) is a smooth function supported on (—2,00), and p(z) =1 for = > 0.
Therefore the solution of (6.4) for ¢ € [0,1] is given by
Wi (g, h) = Wi(0,h = p) + Wa(t)ge, p(t) =n(t)[Wa(t)ge](0).

We note that W{(g, h) is well-defined for z,¢ € R, and its restriction to RT x [0, 1]
is independent of the extension g..

Consider now the integral equation

u(t) = n(t)We(t)ge +n(t) /Ot Wr(t — t')F(u) dt’ +n(t)W5(0,h —p — ¢)(t), (6.11)
where
F(u) = n(t/T)ulu, p(t) = n(t)Do(Wrge), and
alt) = (1) Do /O Wt — ) F () ).

Here Dy f(t) = f(0,t), and g, is an H*® extension of g to R. In what follows we will
prove that the integral equation (6.11) has a unique solution in a suitable Banach
space on R x R for some T' < 1. Using the definition of the boundary operator, it
is clear that the restriction of u to RT x [0, 7] satisfies (6.1) in the distributional
sense. Also note that the smooth solutions of (6.11) satisfy (6.1) in the classical
sense.

We work with the space X**(R x R) [7, 8]:
lullxces = [[a(r, (€0 (r +€)° |z 2 (6.12)

For completeness we summarize one more time the basic properties of the X*°
norms.

First recall the embedding X** c C?H? for b > % and the following inequalities
from [7, 30]. First the fact that for any s,b we have

IO Wrgllx=» S llgllae- (6.13)



DISPERSIVE PDE 75

In addition we have for any s € R, 0 < b; < %, and 0 < by <1-—1b;

Hn /WRt—t ")

Finally, for T' < 1, and —5 < by <by < 5, we have

S F e (6.14)

In(t/T)Fllxo00 S T | Fl xo000. (6.15)

Our solutions are characterized by the following definition:

Definition 6.4. We say (6.1) is locally well-posed in H*(RT), if for any g €
H*(R*) and h € H*3 (RY), with the additional compatibility condition g(0) =
h(0) for s > %, the equation (6.11) has a unique solution in

XP(R x [0,T]) N COHE([0,T] x R) N CYH, © (R x [0,T]),

for any b < % Moreover, if u and v are two such solutions coming from different
extensions ge1, ez, then their restriction to [0,00) x [0,T] are the same. Further-
more, if g, — g in H*(RY) and hy, — h in H = (RT), then u, — w in the space
above.

6.1. Estimates for linear terms. We start with the following well known Kato
smoothing estimate converting space derivatives to time derivatives. This estimate
justifies the choice of spaces concerning g, h in (6.1).

Lemma 6.5. (Kato smoothing inequality) Fix s > 0. For any g € H*(R), we have
2541
n(t)Wrg € COH, * (R x R), and we have

H??WRQHL?Ht% S Ngllers )

Proof. Exercise.

O

Lemma 6.6 and Proposition 6.7 below show that the boundary operator belongs
to the space (6.3).

Lemma 6.6. Let s > 0. : +1(]R), we have

WE(0,h) € COHE(R x R), and n()WE(0,h) € COH, & (R x R).

Proof. We start with the claim Wyh € CYHS(R x R). Let f(x) = e %p(z). Note
that f is a Schwartz function. Recalling (6.10), we have

wan = [ " F(Ba)ei® Gh(5)d = [ 107 20)@)as.

where

D(B8) = BR(B*)X[0,00) (B)-
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Note that by (6.8) and (6.9), [|[¢]lgs < HX(O)OO)h”HZsIl - Using this and the

continuity of e~*4 in H*, it suffices to prove that

To(w):= [ (521338
is bounded in H? for s > 0. This follows from the case s = 0 noting that
o:1(e) = [ FNB0FGE)S, 5N,
and by interpolation. For s = 0, after the change of variable Sz — 3, we have

Ty(x) = / F(B)2~15(5z)dp.
Therefore,
I1Tglex < [ 5@ 582 0.
5 :
Noting that

a1y 12 PO 1A _
A I Rl A
we obtain
ITgllz> < ||9||L2/ |f(5)|ﬁ S llgll 2
- R VB~ 7
since f € S. This proves that Wah € CYHE(R x R).

2541
To prove that n(t)Wah € COH, * (R x R), write

Wih — / F(B2)F (e 9) (8)dp = / LR emyeitBe)€)ae = / F(&) (e ) () de.
R RT R

The claim follows from the using Kato smoothing and dominated convergence the-
orem noting that f € L!.

Finally, note that
Wih = Wb, (6.16)
where R R
$(B) = BR(=B%)X[0,00) (B)-
The claim follows as above from (6.8), (6.9), the continuity of Wg(t), and Kato
smoothing Lemma 6.5. O

2541

(R),

Proposition 6.7. Letb < % and s > 0. Then for h satisfying x(0,00)h € H
we have

InOWS0, 1) lxer S Ixoobl 2eps

Proof. As before, define 1 as
V(B) = BR(=B)x(0,50)(B).
Using (6.16), (6.13), (6.8), and (6.9), we have

IWilxen = W@l e S Wl S Iosohl, o
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For W5, by interpolation, it suffices to prove the statement for s = 0,1, 2, .... Let
f(x) =e *p(zx). Note that

8;77W2h _ 77/ elﬁztf(s)(ﬁﬂ?),@erlTl(ﬁQ)dﬁ.
0
Therefore, it suffices to prove the inequality for s =0 and b = % We have

TWah(€.7) = / " — ) (e 8RB

Since f is a Schwartz function, we have

_ &
’ E/ﬁ‘wl+£2/52_ﬂ2+£2
Therefore
R AT Ca
Wikl 5 o€t [ =g e,

We divide this integral into pieces €2 + 32 > 1 and £2 + 32 < 1. In the former case
using [7(7 — 8)| S (7 —B%) 77, (1+&%) S (71— B)(B*+&?), and B2+ ~ (B2 +&7),

we have the bound

oo B 52 N )
- B h(8%)]dB|
|| e g e
Using Minkowski’s and Young’s inequalities, we have
2
<) e fz o 5| [ st
5 +¢2)%
< H/ 7= p) 2pi[h(p [() 72l ][ p 5 hlp) Iz < X002l 13 -

In the latter case, we have the bound

ot [ il

ﬁZ +£ |§\<1

Using Minkowski’s inequality for both L? norms we have

/ H,B?+§2 |§‘<1|A<62>|dﬁs / RO

1
_1 =
S [ ROl S Itz < ool oy

22.
L3L2

L2

In the second to last bound we used the Cauchy-Schwarz inequality. O

6.2. Estimates for the nonlinear term. In this subsection we establish esti-
mates for the nonlinear term in (6.11) in order to close the fixed point argument
and to obtain the smoothing theorem. Before we prove the main propositions of
this section we need two Lemmas. The first one was proved in the exercises.
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Lemma 6.8. If 3>~v>0 and 8+ v > 1, then

/ (x — a1>ﬁ1<x - az}de S (a1 —a2) " dp(ar — ag),
where
1 B>1
ps(a) ~ {log(1+ (a)) B=1
(a)'=F B<1.

Lemma 6.9. For fized p € (3,1), we have

N

[ o—tes .
@ey/le—al "~ {a)r?

Proof. Let A={x:|x—a|] > 1}, and B={z: |z —a| <1}. Note that
/ 1 o< L / L1
B (1)Py/|z — al (@) Jp /]2 —al (@)

Finally, using Lemma 6.8, we have

1 1 1
< e < .
/A (Z)py/lz —al /A (Z)Py/(x —a) 7 (a)r~2

O

Proposition 6.10. For any smooth compactly supported function n, we have

¢ 1] 5=~ f07"0<s<lb<l
Wr(t —t' : < =¥ ’
HU/O R( ) con T (RxR) { HFH 121w o+ || F e for 3 <s<3,b< 2%

Proof. The proof is based on an argument from [13].

It suffices to prove the bound above for Dy ( fy Wi (t —')Fdt') since X** norm
is independent of space translation. The continuity in x follows from this by dom-
inated convergence theorem as in the proof of Lemma 6.5. First we consider the
case 0 < s < l. Note that

Dy /WRt—t th // = p(E, ) dt' de.

Using

F(Et) = / AR (€, ) dA

R
and
(2
/ e gy _ €Y —1

0 i(A+£2)

we obtain

t ) N eith _ e—it§2 N
D()(/O WR(t—t)th) _/]Rz ot e FENde
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Let ¢ be a smooth cutoff for [—1,1], and let ¢ = 1 — . We write

eith efit§2

00 [ Welt=e)Par) =) [ = Ca i+ )P Adeda

e P (e, N)ded e P(E N dedA
1) [ g P M=) [ o e Fle e
T4 I+ 1T,
By Taylor expansion, we have
eith — =it A — (—it)* 2\ k—1
Tore Tl (e
Therefore, we have
— |In(t) tk”Hl WA k-1 2
Il s A A , pis
I gy D0 | e O o0 A FE N e
- 1 2l 2\k—1 2\ 13
skz_jl(k_l)!\m /R(““ V(A + €)F(
<[ oo+ enre,

By Cauchy-Schwarz inequality in £, we estimate this by

[ [ ( /A+§2|<1<§>-28d5)( /|A+§2<1<s>25ﬁ<5, wpa) ]

2s+1

—9s 1/2
wosup (0 / ©2d) " < IF e
A [A+£2|<1

S 1

The last inequality follows by a calculation substituting p = &2.

For the second term, we have

IIT]| 2e0
H

<
(R ~ [1721| 1

W [ §2w6<x+52>ﬁ<f,x>dau 2

s|w= [ e iPen

By Cauchy-Schwarz inequality in £, we estimate this by

{/RW%(/ <)\+€2>12b<5>25d§)(/<)\<j>€2>2b|F(5 ] dﬁ)d)\}

2541 1 1/2
S IFleosup ()% /<)\+€2>2_2b<§>25d§> <Pl e

To obtain the last inequality recall that s < %, b < %, and consider the cases |¢| < 1
and |£| > 1 separately. In the former case use (A +£2) ~ (\), and in the latter case
use Lemma 6.8 after the change of variable p = £2.

To estimate ||IIIHH2531 ® " divide the ¢ integral into two pieces, || > 1,

|€] < 1. We estimate the contribution of the former piece as above (after the
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change of variable p = £2):

[l S S L CCEV| Y (Zhl et

By Cauchy-Schwarz in A integral, and using b < %, we bound this by

<P>252_1 = 9 1/2
[ pl>1 RW\F(\/@A)\ dAdp] SIF | xeme.
pl>

We estimate the contribution of the latter term by

In(e € e X ©) X1(©) =
4 c <
L o VO IE NNz s [ AL

For b < 1, this is bounded by ||F||xo.-» by Cauchy-Schwarz inequality in £ and A
integrals.

|F(€, \)|dgd.

This finishes the proof for 0 < s < %

For s =

(\J[e

25kl — 3 we use the inequality

-2
WALy S e+ 071y
The required bound for the L? norm follows from the H 3 bound above.

Note that

i[ #)Do / WRt—t)th)}
(t)Do( /O WR(tft’)th’> +in(t) /R 2 Wﬁ(&k)dﬁdk

(t)Do ( /Ot Wi (t — t’)th’)

it

eitA _ o—ité? N
winlt) [ S (CEIPENdsdr+intt) [ () F (€ Ndgan

A+ ¢ re (A+E2)
We bound the first integral in the last line using the case s = % we obtained above

for @1(5, A) = gZﬁ(g, A), and the second integral using the proof of the case II for
Ga(&,N) = (A +E2)F(&, ). Thus, we obtain

[ oomol | wate—orear)] H

SIFl 1o F1Gll 30 G2l 30 SIFI 100 + 1N 5.0
for all b < %

Therefore, we have

t Fllx=.- for 0 <
HnDo(/0 Wi(t = O)Fa )| 2o {II e or 0 <

S
IFI s +IFl 50 fors=3,

We obtain the statement for % <s< % by interpolation.

IP\>1
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We now supply the nonlinear estimates that can close the argument.

Proposition 6.11. For fized s > 0 and a < min(2s, %), there exists € > 0 such
thatfor s—e<b< f, we have

|||u|2u|’xs+a,—b S ”u”i(s’b'
The proof the this proposition is analogues to Proposition 5.28. The fact that

the integrals are based on the real line, makes the resonant case more interesting.
We thus present the proof in full details.

Proof. By writing the Fourier transform of |u|?u = utiu as a convolution, we obtain

mf, /55/ (&, 1), T2)U(E — &1 + &2, 7 — T1 + T2).

Hence
2
2 &) teu(&y, m)a(Co, )A€ — & + o, 7 — T+ T2)
el =| [ & ey
We define
&) =1aE, ) (r +€2)°
and

_ (E)5TH(&) (&) (6 — &1+ &) °
M(€17€27£u 7_177—277—> = <T n £2>b<7—1 n §%>b<7-2 T §%>b<7- . (5 — 51 T 52)2>b .
It is then sufficient to show that

H/5 . M(&1,82,8, 71,72, 7) f (&1, 1) f (&2, ) f(§ — &1+ &2, 7 — 1 + T2)

2

L2L2
S IAI%2 = el

By applying the Cauchy-Schwarz inequality in the &1, &5, 71, 72 integral and then
using Hdlder’s inequality, we bound the norm above by

1/2 1/2||2
(/ / M2> (/ A, m) P (G, m) P - & +§2,TT1+72)>
£1,62 J11,72 £1,62 J71,72 Lng
=H</ / M2) (/ e, )P bm)fP(E—&+&m—n +72))
£1,82 J 71,72 £1,82 J 71,72 LlL1
<wp (/1 52/71 T2M2> ’/1 ol Qf (&) 2 (G, ) fPE— &+ 6T — T+ T2) s

—Sup</££/ M) 2 P

Using Young’s inequality, the norm || f% % f2 « f2 HLlLl can be estimated by ||fHLQL2

Thus it is sufficient to show that the supremum above is finite. Integrating the 7, 7o
integrals as before, we have that the supremum is bounded by

/ (£)2520(€1) 7% (€2) (€ — &1 + &) 72
(T+E) 1+ -G+ (- +6)?)

sup

: 6b—2 dEl d£2
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Using the relation (7 — a){(r — b) = (a — b), the above reduces to
‘ () H20(61) "2 (&) (€ — &G + &)
“ép/ E-g+8-CE-a+eP-

/ (£)25120(€£1) 25 (£9) 72 (£ — &1 + &) ™%
(26 = )& —&2))~

d§1d&o

= sup d&dgs.

3

We break the integral into two pieces. The argument given in [27] (see also the
proof of Proposition 5.28) shows that

(£)>H20(81) "2 (&) (- &1 + &)
le1—€]>1 (&1 = 8)(& — &)t

[§1—&2]>1

To estimate the integral on the remaining set, {|§; — &| < 1 or |§; — &] < 1}, note
that

sup d&1déy < oo.

3

(E)(€ — & + &) ~ (&)(6) (6.17)

Therefore, we have

() F20(6) > (&) (e - & + &)~ (€)% (&)1
/ﬁgg'éi‘ir (& - & - &) e [ e oy

we use the substitution z = (§; — £)(&1 — &2) in the & integral. This yields
2 =6+ L+ V(E+E)? -4 —1) =6+ bt Via + (€ - &)

dr = (26 — £ — &) d& = £/4x + (€ — &)? d&.

Therefore, the integral above is bounded by

S ———y
=+ E - &)

Using Lemma 6.9 and then Lemma 6.8 again, we bound the supremum of the
integral above by

1— dgl d§2

and

()2 (g) 4 ()20 (gy) 10
sup / e te S / &)7E) 7 g,

e J (6-&)2)z- {
{(5)2“” for s >
€3,

o
[
i
S~
»
+
S
=
V)
A
==

For a < min(3,2s), this is finite. O

The following is the major proposition of this section:

Proposition 6.12. For fized 0 < s < g, and 0 < a < min(2s, %7 % —

e>05uchthatf0r%—e<b<%, we have

s), there exists

3
Xs.by

1
forO0<s+a< > |||U|2U‘|Xs+a,-b S Il

3
Xsb-

for % <s4a< g, |||u|2uHX%w < ful
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Proof. For s +a < %, the statement follows from Proposition 6.11.

D=

We now consider the case % <s+a< % Since a < 2s, we always have s >
Let

o / (T + &) ram22 () (&) (&) P (E - &+ &) déydés.

(T+& - &+ (- & +&)2)02
Following the proof of Proposition 6.11, it suffices to prove that

sup S < 0.
3%

We consider the cases % <s+a< % and % <s4+a< g separately.

Case 1) % <s4a< % Taking e sufficiently small, we have s +a — 2b — % <0.
Using the identity (7 — a)(r —b) > (a —b), and noting that 2b+ 1 — s —a < 6b—2
(for e sufficiently small), we obtain

6 )2 — & + &)
o5 ;i déd
~ / <f2 — é’% + 5% o (f —a+ 52)2>2b+5—s—a £1d&o
< / (EV(&1) 72 (&) T2 (- & + &)
Y G -9 gt

d&1d&s.
We can estimate this for s > % by

/<5><€1>_28<§2>_25<§ — &+ &) Pd6déy S 1

by using Lemma 6.8 twice.

It remains to consider the case 1 < s <

& Since a < min(2s, 1), we have
1 <s+a<min(3s,s+3).

1
3

Consider the sets A = {|z1 —§] < lor|z; —&| < 1} and B = {|z; — & >
1 and |21 — &| > 1}. Since on A we have (6.17), we obtain
(&) > () (¢ -G +&)7> (€&
T d1dgs S T
R e e LR o e e

Proceeding as in Proposition 6.11 by substituting z = (§1 — §)(§&1 — &2) in the &
integral, we bound this by

<§>1—2s<§2>—4s < <£>1—2$<§2>—4s
| e e s | & gpnte

where we used Lemma 6.9 (taking e sufficiently small). Using Lemma 6.8 (noting
that 2(2b — s — a) < 1), we bound this by

RUSTESE

N

<E>2—4b+2a—4s+ for s S
<§>1—4b+2a for s >

which is bounded for @ < min(2s, %), provided that e is sufficiently small.
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We bound the integral on the set B by (after the change of variable & — &1 +&a,
§1 = E+&)

(&) > (L) (€ -G +&)7>
/ <§1 _ ;>2b+%7257a<§1 _ €;>2b+2%—s—a dfldfz -
/ (E)E+6) >+ &) ¢+ +E&)7>
<£1>2b+%—s—a<£2>2b+%—s—a

By symmetry, we have the following subcases | 4+ & + &2| 2 [€] and | + & 2 |€],
which leads to the bound (using Lemma 6.8 repeatedly)

_92s —2s —2s
<€>1—2$(/<<§‘|'§1>d£1)2+<£>1—23/ <§+§2> <§+§12:;§2_>S_a d§1d£2

£1>2b+%—s—a <£1>2b+%—s—a<52>
< 1—2s —(s+2b—%—a)+ 2 1—2s 1 d
S (&) (<§> ) + (&) / €+ §2>3s+2b—$—a—<§2>2b+%—s—a &2

d&1dé&s.

< ()2 tt2a-tst <§>2174b+2a*45+ for 3s +2b— 5 —a <1
~ (€)z—2b—sFa for3s+2b—1 —a>1
This is bounded for @ < min(2s, %)7 provided that e is sufficiently small.
Case 2) 3 <s+a< 2. In this case s + a — 2b — 5 > 0. Using
T+ =+ -G+ (E-a+&)"+26-&) & - &)
ST+ -G+ E-&+&)D+(E-a)b —&).

Also noting that in this case s + a — 2b — % < 6b — 2 for (e sufficiently small), we
have

55 / (€ —€1) 7+ 275 (6 — ) T (£)(€,) 7B () TH(E — &1 + &) T2 dE1dE
::/@nﬁﬂﬁhéggﬁmﬁfﬂag+fo*%e+@r%@+f¢+@yQW@%z

Here we applied the change of variable & — &1 + &2, & — £ + & Considering the
subcases €+ &1 + &| 2 [€| and |€ + &1 2 |€] we have the bound

S 5 <§>1—25</<§1>s+a—2b—%<£+§1>—23d§1)2
+@P%/QWM*“ﬂ@W%%%@+@r%@+a+@r%@M@
=: 51+ Ss.
Using (&1) < (€ +&1)(€), we have
Sl 5 <§>2a74b</<§+€1>7s+a72b7%d§1)2 S 1

by the restrictions on a, b, s. Using (§1) < (§+&)(€+& +&2) and (&) < (6)(E+ &)
we have

Sp S (gt /(5 +&)THTHEH & + &) PTG dS S 1

by the restrictions on a, b, s. [
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6.3. Local theory: The proof of Theorem 6.2. We first prove that
t
Tu(t) := n(t)WR(t)ge+n(t)/ W (t —t')F(u) dt' +n(t)W (0, —p—q)(t), (6.18)
0

has a fixed point in X*?. Here s € (0,3), s # 1,2, b < 1 is sufficiently close to 1,
and

F(u) = n(t/T)|ul*u, p(t) =n(t)Do(Wrge), and

q(t) = n(t) Do ( /0 t Wi (t — t')F(u) dt’).

To see that T is bounded in X*?° recall the following bounds:
By (6.13), we have

[nWe()gellx=r < lIgellze S Ngllas@+)-
Combining (6.14), (6.15), and Proposition 6.11, we obtain
! / ’ < 1-b— 2 1-b-— 3
(%) ; Wr (=) F(u) dt'|| xo0 SIF @)l oo ge ST ul"ullxee ST [luf o

Using Proposition 6.7 and Lemma 6.3 (noting that the compatibility condition
holds) we have

O30k =2 =) Olx-s S 10 =2 = Dxwmol 22

< ||h— s + s < ||h|| 2 + s + s
< l?l\m2 ) II(JllHt2 gy | ||Ht%(R+) ||p||Ht2 = ”qHHt%

®)
(6.19)

By Kato smoothing Lemma 6.5, we have

s < s .
Ipl 22, S gl

t

Finally, by Propostion 6.10, (6.15), and Proposition 6.12 we have

(72— for()gsgé
gl 2s02 S X0T2 for 1 2
H *(R) Il 3 2ozt + 1 Fllomge for 5 <s<3
2 = for0<s<1
< pi-b- [[ul®ul| s or 0 <s< < pobey 13
ST {HW%H1%1%+Mu%M&b for 1 <5< 3 ST ulken.
X2 1 2 2

Combining these estimates, we obtain

1_p_
ITullxs S lollasey + Vol s+ T3l
This yields the existence of a fixed point u in X*°. Now we prove that u €
CYH:([0,T) x R). Note that the first term in the definition (6.18) is continuous
in H*. The continuity of the third term follows from Lemma 6.6 and (6.19). For
the second term it follows from the embedding X* 2+ ¢ COH? and (6.14) together

2541
with Proposition 6.11. The fact that u € C2H, * (Rx [0, T]) follows similarly from
Lemma 6.5, Proposition 6.10, and Lemma 6.6.
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The continuous dependence on the initial and boundary data follows from the
fixed point argument and the a priori estimates as in the previous paragraph. The
uniqueness property is based on a priori energy bounds that one can derive for the
solutions and the smoothing estimates we have established. For the details see [24]
and [19].

(1]

(17]

(18]

(19]

20]

REFERENCES

M. J. Ablowitz, J. Hammack, D. Henderson, and C. Schober, Modulated periodic Stokes
waves in deep water, Phys. Rev. Letters 84 (2000), 837-890.

A. Babin, A. A. Ilyin, and E. S. Titi, On the regularization mechanism for the periodic
Korteweg-de Vries equation, Comm. Pure Appl. Math. 64 (2011), no. 5, 591-648.

J. E. Barab, Nonezistence of asymptotically free solutions for nonlinear Schrédinger equa-
tion, J. Math Phys. 25 (1984), pp. 3270-3273.

J. L. Bona, and R. Smith, The initial-value problem for the Korteweg-de Vries equation,
Philos. Trans. Roy. Soc. London Ser. A 278 (1975), no. 1287, 555-601.

J. L. Bona, S. M. Sun, and B-Y Zhang, Non-homogeneous boundary value problems for the
Korteweg-de Vries and the Korteweg-de Vries-Burgers equations in a quarter plane, Ann.
Inst. H. Poincaré Anal. Non Linéaire 25 (2008), no. 6, 1145-1185.

J. L. Bona, S. M. Sun, and B. Y. Zhang, Nonhomogeneous boundary-value problems for one-
dimensional nonlinear Schrodinger equations, preprint, http://arxiv.org/abs/1503.00065.
J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and appli-
cations to nonlinear evolution equations. Part I: Schrodinger equations, GAFA, 3 (1993),
209-262.

J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and ap-
plications to monlinear evolution equations. Part II: The KdV equation, GAFA, 3 (1993),
209-262.

J. Bourgain, Global solutions of nonlinear Schrédinger equations, American Mathematical
Society, Providence, RI, 1999.

J. Bourgain, Global well-posedness of defocusing 3D critical NLS in the radial case, J. Amer.
Math. Soc., 12 (1999), 145-171.

T. Cazenave, Semilinear Schréodinger equations, CLN 10, eds: AMS, 2003.

T. Cazenave, and F. B. Weissler, Some remarks on the nonlinear Schrodinger equation in
critical case, Nonlinear semigroups, partial differential equations and attractors (Washington
DC 1987), 18-29. Lecture Notes in Mathematics, 1394. Springer, Berlin, 1989.

J. E. Colliander and C. E. Kenig, The generalized Korteweg-de Vries equation on the half
line, Comm. Partial Diff. Equations 27 (2002) 2187-2266.

J. Colliander, M. Grillakis, and N. Tazirakis, Commutators and correlations estimates with
applications to NLS, Comm. Pure Appl. Math. 62 (2009), no. 7, 920-968.

J. Colliander, M. Grillakis, and N. Tzirakis, Remarks on global a priori estimates for the
nonlinear Schrodinger equation, Proc. Amer. Math. Soc. 138 (2010), no. 12, 4359-4371.

J. Colliander, J. Holmer, M. Visan and X. Zhang, Global existence and scattering for rough
solutions to generalized nonlinear Schrédinger equations on R, Commun. Pure Appl. Anal.
7 (2008), no. 3, 467-489.

J. Colliander, M. Keel, G. Staffilani, H. Takaoka and T. Tao, Global existence and scattering
for rough solutions to a nonlinear Schrédinger equation on R3 | Comm. Pure Appl. Math.,
57 (2004), no. 8, 987-1014.

J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Global well-posedness and
scattering in the energy space for the critical nonlinear Schridinger equation in R3, Ann.
of Math. (2), 167 (2008), no. 3, 767-865.

E. Compaan and N. Tzirakis, Well-posedness and nonlinear smoothing for the ”good”
Boussinesq equation on the half-line, J. Differential Equations 262 (2017), no. 12, 5824—
5859.

B. Dodson, Global well-posedness and scattering for the defocusing, L?—critical, nonlinear
Schrédinger equation when d > 3, J. Amer. Math. Soc. 25 (2012), no. 2, 429-463.



(21]
(22]
(23]
(24]

25]

[26]
27]
28]

(29]

(35]

(36]

DISPERSIVE PDE 87

B. Dodson, Global well-posedness and scattering for the defocusing, L?— critical, nonlinear
Schrédinger equation when d = 2, Duke Math. J. 165 (2016), no. 18, 3435-3516.

B. Dodson, Global well-posedness and scattering for the defocusing, L?— critical, nonlinear
Schrédinger equation when d = 1, Amer. J. Math. 138 (2016), no. 2, 531-569.

B. Dodson, Global well-posedness and scattering for the mass critical nonlinear Schrédinger
equation with mass below the mass of the ground state, Adv. Math. 285 (2015), 1589-1618.
M. B. Erdogan, and N. Tzirakis, Regularity properties of the cubic nonlinear Schrédinger
equation on the half line, J. Funct. Anal. 271 (2016), no. 9, 2539-2568.

M. B. Erdogan and N. Tzirakis, Dispersive partial differential equations, wellposedness and
applications, London Mathematical Society Student Texts 86, Cambridge University Press,
2016.

M. B. Erdogan and N. Tzirakis, Global smoothing for the periodic KdV evolution, Int. Math.
Res. Not. (2013), no. 20, 4589-4614.

M. B. Erdogan and N. Tzirakis, Talbot effect for the cubic nonlinear Schrédinger equation
on the torus, Math. Res. Lett. 20 (2013), 1081-1090.

L. C. Evans, Partial Differential Equations: Second Edition, Graduate Studies in Mathe-
matics, AMS.

A. S. Fokas, Integrable nonlinear evolution equations on the half-line, Comm. Math. Phys.
230 (2002), no. 1, 1-39.

J. Ginibre, Y. Tsutsumi, G. Velo, On the Cauchy problem for the Zakharov system, J.
Functional Analysis 151 (1997), 384-436.

J. Ginibre, and G. Velo, The global Cauchy problem for the nonlinear Schrodinger equation
revisited, Ann. Inst. H. Poincaré Anal. Non Linéaire, 2 (1985), no. 4, 309-327.

J. Ginibre and G. Velo, Scattering theory in the energy space for a class of Hartree equations,
in Nonlinear Wave Equations, Y. Guo Ed. Contemporary Mathematics 263, AMS 2000.

J. Ginibre and G. Velo, Scattering theory in the energy space for a class of nonlinear
Schrodinger equations, J. Math. Pure Appl., 64 (1985), 363—401.

J. Ginibre, and G. Velo, Quadratic Morawetz inequalities and asymptotic completeness in
the energy space for nonlinear Schréidinger and Hartree equations, Quart. Appl. Math. 68
(2010), 113-134.

L. Glangetas and F. Merle, A geometrical approach of existence of blow up solutions in H!
for mnonlinear Schrédinger equation, Rep. No. R95031, Laboratoire d’Analyse Numérique,
Univ. Pierre Marie Curie (1995).

R. T. Glassey, On the blowing up of solutions to the Cauchy problem for nonlinear
Schrédinger equations, J. Math. Phys. 18 (1977), 1794-1797.

M. Grillakis, On nonlinear Schridinger equations, Commun. Partial Differential Equations
25, no. 9-10, (2005), 1827-1844.

N. Hayashi and Y. Tsutsumi, Scattering theory for the Hartree type equations, Ann. Inst.
H. Poincaré Phys. Théor. 46 (1987), 187-213.

J. Holmer, The initial-boundary value problem for the 1—d nonlinear Schrédinger equation
on the half-line, Diff. Integral Equations 18 (2005) 647-668.

J. Holmer, Uniform estimates for the Zakharov system and the initial-boundary value prob-
lem for the Korteweg-de Vries and nonlinear Schréodinger equations, Ph.D. Thesis, Univer-
sity of Chicago, 2004, 210 pages.

J. Holmer, The initial-boundary value problem for the Korteweg-de Vries equation, Comm.
Partial Differential Equations 31 (2006), no. 7-9, 1151-1190.

J. Holmer, and N. Tzirakis Asymptotically linear solutions in H' of the 2D defocusing
nonlinear Schrodinger and Hartree equations, J. Hyperbolic Differ. Equ. 7 (2010), no. 1,
117-138.

T.Kato, On nonlinear Schrédinger equations, Ann. Inst. H. Poincare Phys. Theor. 46 (1987),
113-129.

T.Kato, On nonlinear Schridinger equations II. H® solutions and unconditionally well-
posedness, J. Anal. Math. 67 (1995), 281-306.

M. Keel, and T. Tao, Endpoint Strichartz estimates, Amer. J. Math. 120 (1998), no. 5,
955-980.

C. E. Kenig and F. Merle, Global well-posedness, scattering and blow up for the energy-
critical, focusing, monlinear Schrédinger equation in the radial case, Invent. Math. 166
(2006), 645-675.



88

[47]

(48]

(53]

N. TZIRAKIS

C. Kenig, G. Ponce, and L. Vega, Well-posedness and scattering results for the generalized
Korteweg-de Vries equation via the contraction principle, Comm. Pure Appl. Math., XLVI
(1993), 527-620.

C. E. Kenig, G. Ponce, and L. Vega, A bilinear estimate with applications to the KdV
equation, J. Amer. Math. Soc. 9 (1996), no. 2, 573-603.

C. E. Kenig, G. Ponce, and L. Vega, Oscillatory Integrals and Regularity of Dispersive
Equations, Indiana University Mathematics Journal, Vol. 40, No. 1 (1991), 33-69.

C. E. Kenig, G. Ponce, and L. Vega, Small solutions to nonlinear Schrodinger equations,
Ann. Inst. H. Poincaré Anal. Non Linéaire 10 (1993), no. 3, 255-288.

C. E. Kenig, G. Ponce, and L. Vega, On the Zakharov and Zakharov—Schulman systems,
J. Funct. Anal. 127 (1995), no. 1, 204-234.

R. Killip, and M. Visan The focusing energy-critical nonlinear Schrédinger equation in
dimensions five and higher, Amer. J. Math. 132 (2010), 361-424.

R. Killip and M. Visan, Energy supercritical NLS: Critical H5— bounds imply scattering,
Comm. Partial Differential Equations 35 (2010), no. 6, 945-987.

J. E. Lin, and W. A. Strauss, Decay and scattering of solutions of a nonlinear Schrodinger
equation, J. Funct. Anal. 30 (1978), no.2, 245-263.

F. Linares and G. Ponce, Introduction to Nonlinear Dispersive equations, UTX, Springer-
Verlag, 2009.

F. Merle, and P. Raphael Sharp upper bound on the blow-up rate for the critical nonlinear
Schrédinger equation, Geom. Funct. Anal. 13 (2003), no. 3, 591-642.

C. Morawetz, Time decay for the nonlinear Klein-Gordon equation, Proc. Roy. Soc. A, 306
(1968), 291-296.

C. Morawetz and W. A. Strauss, Decay and scattering of solutions of a nonlinear relativistic
wave equation, Comm. Pure Appl. Math., 25, (1972), 1-31.

K. Nakanishi, Energy scattering for nonlinear Klein-Gordon and Schréidinger equations in
spatial dimensions 1 and 2, J. Funct. Anal. 169 (1999), 201-225.

K. Nakanishi, Energy scattering for Hartree equations, Math. Res. Lett. 6, no 1, (1999),107—
118.

H. Nawa, Asymptotic and limiting profiles of blowup solutions of the nonlinear Schrdinger
equation with critical power, Comm. Pure Appl. Math. 52 (1999), no. 2, 193-270.

T Ogawa, and Y. Tsutsumi, Blow-up of H' solutions for the nonlinear Schrédinger equation,
J. Differential Equations 92 (1991), 317-330.

T Ogawa, and Y. Tsutsumi, Blow-up of H' solutions for the one dimensional nonlinear
Schrédinger equation with critical power nonlinearity, Proc. Amer. Math. Soc. 111 (1991),
487-496.

F. Planchon, and L. Vega, Bilinear Virial Identities and Applications, Ann. Sci. c. Norm.
Supr. (4) 42 (2009), no. 2, 261-290.

E. Ryckman and M. Visan, Global well-posedness and scattering for the defocusing energy-
critical nonlinear Schrédinger equation in R114, Amer. J. Math. 129 (2007), 1-60.

E. M. Stein, Singular integrals and differentiability properties of functions, Princeton Univ.
Press, 1967.

E. M. Stein, Interpolation of linear operators , Trans. Amer. Math. Soc. 83 (1956), 482-492.
W. Strauss, Nonlinear scattering theory, Scattering Theory in Mathematical Physics, ed.
La Vita and Marchard, Reidel, (1974), 53-78.

M. Strichartz, Restrictions of Fourier transforms to quadratic surfaces and decay of solu-
tions of wave equations, Duke Math. J. 44 (1977), 705-714.

C. Sulem, and P-L. Sulem, The nonlinear Schrodinger equation. Self-focusing and wave
collapse, Springer-Verlag, New York, 1999.

T. Tao, Nonlinear dispersive equations. Local and global analysis, CBMS 106, eds: AMS,
2006.

T. Tao, M. Visan, and X. Zhang The nonlinear Schréidinger equation with combined power-
type nonlinearities, Comm. Partial Differential Equations 32 (2007), no. 7-9, 1281-1343.
T. Tao, M. Visan, and X. Zhang, Global well-posedness and scattering for the mass-critical
nonlinear Schrédinger equation for radial data in high dimensions, Duke Math. J. 140
(2007), 165-202.

Y. Tsutsumi, L? solutions for nonlinear Schrédinger equations and nonlinear groups, Funk-
cial. Ekvac. 30 (1987) 115-125.



DISPERSIVE PDE 89

[75] M. Visan, The defocusing energy-critical nonlinear Schrodinger equation in dimensions five
and higher, Ph. D. Thesis UCLA, 2006.

[76] M. I. Weinstein, Nonlinear Schrédinger equations and sharp interpolation estimates, Comm.
Math. Phys. 87 (1983), 567-576.

N. TZzIrRAKIS, UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN.

E-mail address: tzirakis@illinois.edu



